L. Solve the following system of linear equations with Gauss elimination!

r1 + 3dr9 — 213 + 2 = 0
2r7 + 6x9 — Dry — 214 + 4y — 31 = —1
bry + 10xy + 1bxg = 5
2r1 + 0Ox9 + 8xy + 4dxs + 18x¢ = O
e — L We arrange the coefficients into a matrix. The matrix
1 1 = 2 b 7 o !0 | ] umqu.ely determines the system of linear equations
~ ) | and vice versa.
Z 6 ~§5 =2 [T ~1 | = | ' i '
. 3 =% § 4 We will systematically perform three possible
| § O § 4@ 0§ 4L5'.¢& manipulations:
\ .
" . a)We can swap two rows
£ 5@ P & qp'i b))W P |
, , e can multiply a row with a nonzero number
Pracay ) c)We can add to a row a nonzero multiple of

another row
These operations do not change the solution of the
system of linear equations.
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The other variables are expressed from bottom to top
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All solutions in vector form
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Alternative viewpoints of a system of linear equations

A — X ;
1 s o 't Figh
) 0 |
n 2 \_,} }l / O \'\
g T oy \ ~1 | We have a matrix equation
X <
) i A é‘ ,,,’
Y J
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We are looking for the weights for which it is true that the linear combination
of the column vectors with these weights is equal b



2. Is the collection of the following vectors linearly independent?

1 0 1
u; = (2. w=\|—11.uz3= (0
3 1 5
- - - - - - We know that the constant
Solution 1 4 0 zero vector solves this
/ 7 t )‘ x equation. The question is
A y | whether it is the only

solution, i.e., whether the
solution is unique

The last variable is free, hence, the equation has infinitely many solutions.
For this reason the vectors are not linearly independent.



2. Is the collection of the following vectors linearly independent?

1] [ | 1]
U = (2. wo=|—1|.uz= |0
3 1 5
Solution 2 When the coefficient matrix of the equation is a square matrix, then the
_determinant gives important information about the structure of the solution:
1 + o‘/ﬁ’ The solution is unique if and only if the determinant is non-zero.

g -
‘4150)\0'/3150/+4-/§ ‘1/
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The determinant is 0. Hence, theoretically there are two possibilities: no solution or
infinitely many solutions. The first possibility is not possible in this case (the constant zero

vector is a solution). Hence, there exist infinitely many solutions, and hence the vectors are
linearly dependent.



2

1 1 | .
3. Let uy = [ ] and us = [ 1] , and let B = {uy, us} be a basis of R2.
B - Solution 1

—1 _
(a) What are the coordinates of the vector v = [ ) ] in basis B? (That is,
)
We are looking for the weights lambdal
and lambda2 for which it is true that the

1 ) — ~ 1\ linear combination with these weights of
T L |/ ulandu2isequaltov
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1 1 |
3. Let uy = [ ] and us = [ 1] , and let B = {uy, us} be a basis of R2.

(a) What are the coordinates of the vector v = [ -
5

vlp =7)

NATURAL  ASTS N = { (g) L@j >
(\\/)/\/ = Cj) (divee ~ (g)+ 5(% :(\/’)

)

Key observations: the number pair
defining v is equal to the coordinate
vector of v in the natural basis

] in basis B? (That is,

Solution 2



3. Let u; = [i] and uy = lll] ,and let B = {u;.us} be a basis of R?.
) - Solution 2
(a) What are the coordinates of the vector v = [_5 ] in basis B7 (That is,
vlp =7)
General coordinate change formula from basis B’ to basis B 4 { L
% s Z -};g:{%’gzl"" l"h}




1 |
and us = [ 1] , and let B = {uy, us} be a basis of R2.
o \

— Solution 2
oordinates of the vector v = [__, ] in basis B? (That is,
5
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We need to determine the images of the
elements of the natural basis in natural basis,
and we need to arrange the resulting
coordinate vectors into a matrix column-wise.
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3. Let uy = [ ] and uy = [ 1]. and let B = {uy, us} be a basis of R2.

(b) Find the coordinate transformation Py p (That is, from the natural basis

to B)
)_ 2;1‘-1—;1‘-2
B —x1 + 319
B> ¢
: : : . <~ jlb, v
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(¢) Find the matrix of the linear transform T'( [

basis B!
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3. Let uy = [ ] and uy = [ 1] , and let B = {uy, us} be a basis of R2.

(b) Find the coordinate transformation Py p (That is, from the natural basis

to B)
2;1‘-1 — 9
-

—11 + 319

1 .
in the

(¢) Find the matrix of the linear transform T'( [

)

basis B!
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