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#### Abstract

We prove that the rescaled one-point fluctuations of the boundary of the percolation cluster in the Bernoulli-Exponential first passage percolation around the diagonal converge to a new family of distributions. The limit law is indexed by the rescaled level of percolation $s \geq 0$, it is Gaussian for $s=0$ and it converges to the Tracy-Widom distribution as $s \rightarrow \infty$. For a fixed level $s>0$ the width of the cluster in the limit as a function of a time parameter $t$ is of order $t^{2 / 3}$ with Tracy-Widom fluctuations as in the discrete model.


## 1 Introduction

The Bernoulli-Exponential directed first passage percolation was introduced in [BC17] as follows. Let $a, b>0$ be fixed. Let $\left(E_{e}\right)$ be a family of independent random variables indexed by the edges of the lattice $\mathbb{Z}^{2}$ where the distribution of $E_{e}$ is exponential with parameter $a$ if $e$ is a vertical edge and exponential with parameter $b$ is $e$ is a horizontal edge. Let $\left(\xi_{i, j}\right)$ be independent Bernoulli random variables with parameter $b /(a+b)$ which are also independent of $\left(E_{e}\right)$. The passage times of edges are given by

$$
t_{e}=\left\{\begin{array}{cl}
\xi_{i, j} E_{e} & \text { if } e \text { is the vertical edge }(i, j) \rightarrow(i, j+1),  \tag{1.1}\\
\left(1-\xi_{i, j}\right) E_{e} & \text { if } e \text { is the horizontal edge }(i, j) \rightarrow(i+1, j) .
\end{array}\right.
$$

For non-negative integers $n$ and $m$ the point-to-point first passage time is given by

$$
\begin{equation*}
T^{\mathrm{pp}}(n, m)=\min _{\pi:(0,0) \rightarrow(n, m)} \sum_{e \in \pi} t_{e} \tag{1.2}
\end{equation*}
$$

where the minimum is over all up-right paths $\pi$ from $(0,0)$ to $(n, m)$.
We also introduce the point to half-line first passage time $T(n, m)$ between $(0,0)$ and the half-line

$$
\begin{equation*}
D_{n, m}=\{(i, n+m-i): 0 \leq i \leq n\} \tag{1.3}
\end{equation*}
$$

to be given by

$$
\begin{equation*}
T(n, m)=\min _{\pi:(0,0) \rightarrow D_{n, m}} \sum_{e \in \pi} t_{e} \tag{1.4}
\end{equation*}
$$

[^0]where the minimum is taken over all up-right paths $\pi$ from $(0,0)$ to $D_{n, m}$.
It was proved in [BC17] that for any slope $\kappa>a / b$, the fluctuations of the passage time $T(n, \kappa n)$ converges to the GUE Tracy-Widom distribution, but the behaviour around the slope $a / b$ was not considered. These results were extended in [BR19] with a theorem about the GUE Tracy-Widom fluctuations of $T\left(n, a n / b+c n^{2 / 3}\right)$ for any $c>0$.

In this note we investigate the asymptotic fluctuations of the passage time when approaching the diagonal of slope $a / b$ on the scale $\sqrt{n}$ on which a new family of distribution arises in the limit. The asymptotic fluctuations around the diagonal can be expressed in two equivalent ways. We state the main result in Theorem 1.1 in terms of the shape of the percolation cluster. In Corollary 1.9 we explicitly write the fluctuations of the first passage time value $T\left(n, a n / b+c n^{1 / 2}\right)$.

For any level $r \geq 0$ the percolation cluster is defined by

$$
\begin{equation*}
C(r)=\left\{(n, m): T^{\mathrm{pp}}(n, m) \leq r\right\} . \tag{1.5}
\end{equation*}
$$

It is natural to introduce the height function

$$
\begin{equation*}
H(n, r)=\max \left\{k \in \mathbb{Z}: T^{\mathrm{pp}}(b n-k, a n+k) \leq r\right\} \tag{1.6}
\end{equation*}
$$

where $n$ is a non-negative integer and $r \geq 0$. Note that the maximum always exists on the right-hand side of (1.6) for any $r \geq 0$ because there is always a path from $(0,0)$ to $D_{(a+b) n, 0}$ with zero first passage time value. We state the main result in terms of the height function $H(n, r)$ as follows.

Theorem 1.1. Fix an $s>0$. Then

$$
\begin{equation*}
\sqrt{\frac{a+b}{a b}} \frac{1}{\sqrt{n}} H\left(n, \frac{s}{\sqrt{a b(a+b)}} n^{-1 / 2}\right) \stackrel{\mathrm{d}}{\Longrightarrow} H_{s} \tag{1.7}
\end{equation*}
$$

in distribution as $n \rightarrow \infty$ where the distribution of $H_{s}$ is given as follows. For any $h \in \mathbb{R}$,

$$
\begin{equation*}
\mathbf{P}\left(H_{s}<h\right)=\operatorname{det}\left(\mathbb{1}-K_{s}\right)_{L^{2}((h, \infty))} \tag{1.8}
\end{equation*}
$$

with the kernel

$$
\begin{equation*}
K_{s}(x, y)=\frac{1}{(2 \pi i)^{2}} \int_{1+i \mathbb{R}} \mathrm{~d} u \int_{\mathcal{C}_{0}} \mathrm{~d} v \frac{e^{u^{2} / 2-y u-s / u}}{e^{v^{2} / 2-x v-s / v}} \frac{u}{v} \frac{1}{v-u} \tag{1.9}
\end{equation*}
$$

where the integration contour $\mathcal{C}_{0}$ is a small circle around 0 with positive orientation such that it does not intersect $1+i \mathbb{R}$.

Remark 1.2. The formal substitution $s=0$ in (1.8)-(1.9) yields the standard Gaussian distribution. It can be seen by observing that the $v$-integral is equal to the residue at $v=0$ and by computing the $u$-integral directly to get that $K_{0}(x, y)=\frac{1}{\sqrt{2 \pi}} e^{-y^{2} / 2}$. This corresponds to taking the limit of $\sqrt{\frac{a+b}{a b}} \frac{1}{\sqrt{n}} H(n, 0)$ which is not covered by the statement of Theorem 1.1, but this limit is known to be Gaussian since it is the scaling limit of a simple random walk with Bernoulli steps.

Theorem 1.3. The rescaled random variables

$$
\begin{equation*}
2^{4 / 9} 3^{-1 / 3} s^{1 / 9}\left(H_{s}-2^{-2 / 3} 3 s^{1 / 3}\right) \xlongequal{d} \xi \tag{1.10}
\end{equation*}
$$

as $s \rightarrow \infty$ where $\xi$ has GUE Tracy-Widom distribution.

Corollary 1.4. For a fixed $s>0$ we introduce the height of the percolation cluster of level $s$ after time $t>0$ to be

$$
\begin{equation*}
H_{s}(t)=\lim _{n \rightarrow \infty} \sqrt{\frac{a+b}{a b}} \frac{1}{\sqrt{n}} H\left(t n, \frac{s}{\sqrt{a b(a+b)}} n^{-1 / 2}\right) . \tag{1.11}
\end{equation*}
$$

For any $s>0$ the rescaled cluster height converges, that is,

$$
\begin{equation*}
\frac{H_{s}(t)-2^{-2 / 3} 3 s^{1 / 3} t^{2 / 3}}{2^{-4 / 9} 3^{1 / 3} s^{-1 / 9} t^{4 / 9}} \xlongequal{\mathrm{~d}} \xi \tag{1.12}
\end{equation*}
$$

as $t \rightarrow \infty$ where $\xi$ has GUE Tracy-Widom distribution.
Remark 1.5. The limit in (1.11) exists by Theorem 1.1 for any fixed $t>0$. Corollary 1.4 does not imply the existence of the time process $t \mapsto H_{s}(t)$. We expect that the limit process in (1.11) can be constructed as a function of $t$ based on the Brownian web, see [TW98, FINR04].

By the results of [BR19], the width of the percolation cluster of a fixed level in the Bernoulli-Exponential model along the diagonal $a n / b$ is of order $n^{2 / 3}$ with Tracy-Widom fluctuations on the scale $n^{4 / 9}$. By Corollary 1.4, the height of the cluster in the limit as a function of $t$ has the same limiting fluctuations under the same scaling as in the discrete model.

Remark 1.6. The kernel $K_{s}$ in (1.9) is reminiscent of the correlation kernel of the hardedge Pearcey process which arises in the neighbourhood of the cusp point of the limit shape in the situation when non-intersecting paths are pushed towards a hard wall. In the case of non-intersecting squared Bessel paths, the single-time kernel of the limit process was first described in [KMFW11] and the multi-time kernel was given in [DV15]. We describe the connection of the two kernels below in more details. Let

$$
\begin{equation*}
L_{s}(x, y)=\frac{1}{(2 \pi i)^{2}} \int_{\mathcal{C}_{0}} \mathrm{~d} w \int_{1+i \mathbb{R}} \mathrm{~d} z \frac{1}{w z(w-z)} \frac{e^{-w^{2} / 2+s w+x / w}}{e^{-z^{2} / 2+s z+y / z}} \tag{1.13}
\end{equation*}
$$

be the single-time kernel of the hard-edge Pearcey process. It was given in a slightly different form in Theorem 1.2 of [KMFW11] with $\alpha=-1$ and more explicitly up to a conjugation in Proposition 2.21 of [DV15] with $t=s, \alpha=-1$ and $\sigma=0$. Here $\alpha$ denotes the index of the squared Bessel paths which is assumed to be $\alpha>-1$ in [KMFW11,DV15], hence the substitution $\alpha=-1$ is formal.

Proposition 1.7. The derivative of the kernel $K_{s}$ and that of $L_{s}$ with respect to $s$ factorize as

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} s} K_{s}(x, y) & =f(s, x) g(s, y),  \tag{1.14}\\
-\frac{\mathrm{d}}{\mathrm{~d} s} L_{s}(x, y) & =f(x, s) g(y, s) \tag{1.15}
\end{align*}
$$

where

$$
\begin{align*}
& f(s, x)=\frac{1}{2 \pi i} \int_{\mathcal{C}_{0}} \frac{\mathrm{~d} v}{v^{2}} e^{-v^{2} / 2+x v+s / v}  \tag{1.16}\\
& g(s, y)=\frac{1}{2 \pi i} \int_{1+i \mathbb{R}} \mathrm{~d} u e^{u^{2} / 2-y u-s / u} \tag{1.17}
\end{align*}
$$

The upper tail decay of the random variables $H_{s}$ is close to Gaussian.
Proposition 1.8. 1. There is a universal constant $C$ and a threshold $h_{0}>0$ such that we have

$$
\begin{equation*}
\mathbf{P}\left(H_{s}>h\right) \leq C \frac{e^{-h^{2} / 2+4 \sqrt{s h}}}{h} \tag{1.18}
\end{equation*}
$$

for all $h \geq h_{0}$ if $0 \leq s \leq h$ holds.
2. If both $h, s \rightarrow \infty$ in a way that $s \ll h^{3}$, then the tail bound in (1.18) remains valid with the factor 4 in the exponent is replaced by $2+o(1)$ as $h \rightarrow \infty$.
3. There is a $c^{*} \simeq 0.0468$ such that if $s=c h^{3}$ with $c \in\left(0, c^{*}\right)$, then $\mathbf{P}\left(H_{s}>h\right) \leq$ $e^{-\delta(c) h^{2}}$ as $h \rightarrow \infty$ with some $\delta(c)>0$.

Theorem 1.1 can be translated into a fluctuation result on the passage times as follows. It is a direct consequence of the definition (1.6) of the height function $H(n, r)$ that

$$
\begin{equation*}
\{T(b n-k, a n+k)>r\}=\{H(n, r)<k\} . \tag{1.19}
\end{equation*}
$$

This equality of events yields the following result on the passage times.
Corollary 1.9. Let $h \in \mathbb{R}$ be fixed. Then

$$
\begin{equation*}
\sqrt{a b(a+b)} \sqrt{n} T\left(b n-\sqrt{\frac{a b}{a+b}} h \sqrt{n}, a n+\sqrt{\frac{a b}{a+b}} h \sqrt{n}\right) \stackrel{\mathrm{d}}{\Longrightarrow} T_{h} \tag{1.20}
\end{equation*}
$$

in distribution as $n \rightarrow \infty$. The distribution of $T_{h}$ has an atom at 0 with weight

$$
\begin{equation*}
\mathbf{P}\left(T_{h}=0\right)=\int_{h}^{\infty} \frac{1}{\sqrt{2 \pi}} e^{-y^{2} / 2} \mathrm{~d} y . \tag{1.21}
\end{equation*}
$$

The distribution function of $T_{h}$ for any $s>0$ is given by

$$
\begin{equation*}
\mathbf{P}\left(T_{h}>s\right)=\operatorname{det}\left(\mathbb{1}-K_{s}\right)_{L^{2}((h, \infty))} \tag{1.22}
\end{equation*}
$$

where the kernel $K_{s}$ is defined in (1.9).
The Tracy-Widom limit of $H_{s}$ in Theorem 1.3 implies a similar result for the limiting passage times.

Corollary 1.10. For the rescaled limiting passage time it holds that

$$
\begin{equation*}
\left(\frac{3}{2}\right)^{4 / 3} h^{-5 / 3}\left(\frac{4 h^{3}}{27}-T_{h}\right) \stackrel{\mathrm{d}}{\Longrightarrow} \xi \tag{1.23}
\end{equation*}
$$

as $h \rightarrow \infty$ where $\xi$ has GUE Tracy-Widom distribution.
We expect that the Tracy-Widom limit of the passage time extends to the following convergence to the Airy process. The scaling of the space variable $x$ in (1.24) below can be guessed based on the Taylor expansion of the limit shape in (1.23).

Conjecture 1.11. In the parameter $x \in \mathbb{R}$ we have that

$$
\begin{equation*}
\left(\frac{3}{2}\right)^{4 / 3} h^{-5 / 3}\left(\frac{4 h^{3}}{27}+\left(\frac{2}{3}\right)^{5 / 3} h^{7 / 3} x-T_{h+(3 / 2)^{1 / 3} h^{1 / 3}}\right) \stackrel{\mathrm{d}}{\Longrightarrow} \mathcal{A}(x)-x^{2} \tag{1.24}
\end{equation*}
$$

as $h \rightarrow \infty$ where $\mathcal{A}(x)$ is the stationary Airy process.
The rest of this note is organized as follows. In Section 2, we reformulate the Fredholm determinant expression from [BC17] for the point to half-line first passage time in the Bernoulli-Exponential model. We prove Theorem 1.1 the main result in this note in Section 3 which is based on some asymptotic statements proved in Section 4. We prove the Tracy-Widom fluctuations in the $s \rightarrow \infty$ limit in Section 5 and the decay bounds of Proposition 1.8 in Section 6.
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## 2 Reformulation of the passage time distribution

The distribution of the point to half-line Bernoulli-Exponential first passage time is characterized by the following result which is based on Theorem 1.18 of [BC17] taking into account Remark 1.6 in [BR19] about a correct sign in (2.1) below.

Theorem 2.1. Let $r>0$ and let $n, m$ be non-negative integers. Then for the point to half-line Bernoulli-Exponential first passage time $T(n, m)$ with parameters $a, b>0$, we have

$$
\begin{equation*}
\mathbf{P}(T(n, m)>r)=\operatorname{det}\left(\mathbb{1}-\widehat{K}_{r}\right)_{L^{2}\left(\mathcal{C}_{0}^{\prime}\right)} \tag{2.1}
\end{equation*}
$$

where $\mathcal{C}_{0}^{\prime}$ is a small positively oriented circle around 0 not containing $-a-b$, and the kernel is given by

$$
\begin{equation*}
\widehat{K}_{r}\left(u, u^{\prime}\right)=\frac{1}{2 \pi i} \int_{\frac{1}{2}+i \mathbb{R}} \frac{e^{r s}}{s} \frac{\widehat{g}(u)}{\widehat{g}(u+s)} \frac{\mathrm{d} s}{s+u-u^{\prime}} \tag{2.2}
\end{equation*}
$$

with

$$
\begin{equation*}
\widehat{g}(u)=\left(\frac{a+u}{u}\right)^{n}\left(\frac{a+u}{a+b+u}\right)^{m} \frac{1}{u} . \tag{2.3}
\end{equation*}
$$

We reformulate the statement of Theorem 2.1 by a change of variables as follows.
Proposition 2.2. Let $n$ be a non-negative integer and $r>0$. Then for any $k \in \mathbb{Z}$,

$$
\begin{equation*}
\mathbf{P}(H(n, r)<k)=\operatorname{det}\left(\mathbb{1}+\widetilde{K}_{r}\right)_{L^{2}\left(\mathcal{C}_{-1 /(a+b)}\right)} \tag{2.4}
\end{equation*}
$$

where the kernel is given by

$$
\begin{equation*}
\widetilde{K}_{r}\left(u, u^{\prime}\right)=\frac{1}{2 \pi i} \int_{\mathcal{D}_{0}} \frac{e^{r(1 / v-1 / u)}}{(v-u)\left(v-u^{\prime}\right)} \frac{g(u)}{g(v)} \mathrm{d} v \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
g(u)=\frac{(1+a u)^{(a+b) n}}{(1+(a+b) u)^{a n+k}} u \tag{2.6}
\end{equation*}
$$

The contour $\mathcal{D}_{0}$ is a circle around 0 not containing $-1 /(a+b)$ and $\mathcal{C}_{-1 /(a+b)}$ is a large contour which encircles $\mathcal{D}_{0}$ and $-1 /(a+b)$.

Proof. We use the statement of Theorem 2.1 to derive (2.4). The left-hand side of (2.1) and that of (2.4) are equal due to the equality of the events (1.19). The equality of the right-hand sides follows in the steps given below. First note that the integration over $1 / 2+i \mathbb{R}$ is formal in (2.2) because of the oscillatory behaviour of the integrand. One way how it can be understood is to integrate over the contour

$$
\begin{equation*}
\mathcal{D}_{R}=\{1 / 2+i y: y \in[-R, R]\} \cup\left\{1 / 2+R e^{i \phi}: \phi \in[\pi / 2,3 \pi / 2]\right\} \tag{2.7}
\end{equation*}
$$

Then we rewrite the integral in (2.2) in terms of the variables $v=u+s$ over the same integration contour $\mathcal{D}_{R}$ as follows

$$
\begin{equation*}
\widehat{K}_{r}\left(u, u^{\prime}\right)=\frac{1}{2 \pi i} \int_{\mathcal{D}_{R}} \frac{e^{r(v-u)}}{v-u} \frac{\widehat{g}(u)}{\widehat{g}(v)} \frac{\mathrm{d} v}{v-u^{\prime}} \tag{2.8}
\end{equation*}
$$

The main step is the change of variables $u \rightarrow 1 / u, u^{\prime} \rightarrow 1 / u^{\prime}, v \rightarrow 1 / v$. It yields the equality of Fredholm determinants $\operatorname{det}\left(\mathbb{1}-\widehat{K}_{r}\right)_{L^{2}\left(\mathcal{C}_{0}^{\prime}\right)}=\operatorname{det}\left(\mathbb{1}+\widetilde{K}_{r}\right)_{L^{2}\left(\mathcal{C}_{-1 /(a+b)}\right)}$ with

$$
\begin{equation*}
\widetilde{K}_{r}\left(u, u^{\prime}\right)=\frac{1}{u u^{\prime}} \widehat{K}_{r}\left(\frac{1}{u}, \frac{1}{u^{\prime}}\right)=\frac{1}{2 \pi i} \int_{\mathcal{D}_{0}} \frac{e^{r(1 / v-1 / u)}}{v-u} \frac{\widehat{g}(1 / u)}{\widehat{g}(1 / v)} \frac{\mathrm{d} v}{v-u^{\prime}} \tag{2.9}
\end{equation*}
$$

with the contours $\mathcal{C}_{-1 /(a+b)}$ and $\mathcal{D}_{0}$ defined below (2.6). The sign change of the kernel is due to the orientation of the contours. Then (2.4) follows by comparing the definition (2.3) with $(n, m)$ replaced by $(b n-k, a n+k)$ and (2.6).

## 3 Asymptotic analysis

This section is devoted to the proof of Theorem 1.1 which is the main result in this note. The technical proofs of Propositions 3.1, 3.2, 3.3 and 3.4 about specific parts of the asymptotics are postponed to Section 4.

With the notation

$$
\begin{equation*}
s_{n}=\frac{s}{\sqrt{a b(a+b)}} n^{-1 / 2}, \quad h_{n}=\sqrt{\frac{a b}{a+b}} h n^{1 / 2} \tag{3.1}
\end{equation*}
$$

the convergence result (1.7) can be written as

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbf{P}\left(H\left(n, s_{n}\right)<h_{n}\right)=\mathbf{P}\left(H_{s}<h\right) \tag{3.2}
\end{equation*}
$$

By Proposition 2.2, we have that

$$
\begin{equation*}
\mathbf{P}\left(H\left(n, s_{n}\right)<h_{n}\right)=\operatorname{det}\left(\mathbb{1}+\widetilde{K}_{s_{n}}\right)_{L^{2}\left(C_{-1 /(a+b)}\right)} \tag{3.3}
\end{equation*}
$$

where the kernel can be given as

$$
\begin{equation*}
\widetilde{K}_{s_{n}}\left(u, u^{\prime}\right)=\frac{1}{2 \pi i} \int_{\mathcal{D}_{0}} e^{n\left(f_{0}(u)-f_{0}(v)\right)+\sqrt{n}\left(f_{1}(u)-f_{1}(v)\right)+s_{n}\left(\frac{1}{v}-\frac{1}{u}\right)} \frac{u}{v} \frac{\mathrm{~d} v}{(v-u)\left(v-u^{\prime}\right)} \tag{3.4}
\end{equation*}
$$

with

$$
\begin{align*}
f_{0}(u) & =(a+b) \ln (1+a u)-a \ln (1+(a+b) u),  \tag{3.5}\\
f_{1}(u) & =-\sqrt{\frac{a b}{a+b}} h \ln (1+(a+b) u) \tag{3.6}
\end{align*}
$$

Hence the proof of Theorem 1.1 boils down to show the convergence of the Fredholm determinants

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{det}\left(\mathbb{1}+\widetilde{K}_{s_{n}}\right)_{L^{2}\left(C_{-1 /(a+b)}\right)}=\operatorname{det}\left(\mathbb{1}-K_{s}\right)_{L^{2}((h, \infty))} . \tag{3.7}
\end{equation*}
$$

Since

$$
\begin{equation*}
f_{0}^{\prime}(u)=\frac{a b(a+b) u}{(1+a u)(1+(a+b) u)}, \tag{3.8}
\end{equation*}
$$

the function $f_{0}(u)$ has a unique critical point at 0 . Its Taylor expansion around this point is

$$
\begin{equation*}
f_{0}(u)=\frac{1}{2} a b(a+b) u^{2}+\mathcal{O}\left(u^{3}\right) \tag{3.9}
\end{equation*}
$$

as $u \rightarrow 0$. The first step of the asymptotic analysis is to find contours which enable us to localize the contour on which the Fredholm determinant is defined as well as the integration in (3.4) to a neighbourhood of 0 . The existence of appropriate contours is ensured by Proposition 3.1 below. We introduce the V-shaped contour

$$
\begin{equation*}
V_{\alpha, \varphi}^{\delta}=\left\{\alpha+e^{i \varphi \operatorname{sgn}(t)}|t|: t \in[-\delta, \delta]\right\} \tag{3.10}
\end{equation*}
$$

where $\alpha \in \mathcal{C}$ is the tip of the $\mathrm{V}, \varphi \in(0, \pi)$ is its half-angle and $\delta \in \mathbb{R}_{+} \cup\{\infty\}$ is its length.
Proposition 3.1. There exist two bounded closed contours $\gamma_{ \pm}$such that $\operatorname{Re}\left(f_{0}(v)\right) \geq 0$ for $v \in \gamma_{+}$and $\operatorname{Re}\left(f_{0}(u)\right) \leq 0$ for $u \in \gamma_{-}$. Moreover, for a small $\delta>0$,

$$
\begin{equation*}
\gamma_{+} \cap B(0, \delta)=V_{0,5 \pi / 6}^{\delta}, \quad \gamma_{-} \cap B(0, \delta)=V_{0, \pi / 2}^{\delta} \tag{3.11}
\end{equation*}
$$

where $B(0, \delta)$ denotes the ball of radius $\delta$ around 0 . As a consequence, for any $\varepsilon>0$ small enough there is a $\delta^{\prime}>0$ such that $\operatorname{Re}\left(f_{0}(u)\right)<-\varepsilon$ for $u \in \gamma_{-} \backslash B\left(0, \delta^{\prime}\right)$ and $\operatorname{Re}\left(f_{0}(v)\right)>\varepsilon$ for $v \in \gamma_{+} \backslash B\left(0, \delta^{\prime}\right)$.

A possible choice of these contours is shown on Figure 1. Let $\gamma_{+}^{n}$ be equal to $\gamma_{+}$of Proposition 3.1 except for an $n^{-1 / 2}$ neighbourhood of 0 where $\gamma_{+}^{n}$ is defined to be

$$
\begin{equation*}
\gamma_{+}^{n} \cap B\left(0, n^{-1 / 2}\right)=\left\{n^{-1 / 2} e^{i \varphi}: \varphi \in[-5 \pi / 6,5 \pi / 6]\right\} \tag{3.12}
\end{equation*}
$$

for $n$ large enough. Let $\gamma_{-}^{n}$ be equal to $\gamma_{-}$of Proposition 3.1 except for a $2 n^{-1 / 2}$ neighbourhood of 0 where $\gamma_{-}^{n}$ is defined to be

$$
\begin{equation*}
\gamma_{-}^{n} \cap B\left(0,2 n^{-1 / 2}\right)=\left\{2 n^{-1 / 2} e^{i \varphi}: \varphi \in[-\pi / 2, \pi / 2]\right\} \tag{3.13}
\end{equation*}
$$

for $n$ large enough. Then the contours used on the right-hand side of (3.3) can be replaced by $\gamma_{ \pm}$as follows. By Cauchy's integral theorem, we can deform the contour $\mathcal{C}_{-1 /(a+b)}$ to
$\gamma_{-}^{n}$ on the right-hand side of (3.3). The integration contour in the formula (3.4) for the kernel $\widetilde{K}_{s_{n}}$ can also be deformed to $\gamma_{+}^{n}$ without changing the value of the Fredholm determinant. Note that there is no singularity in the variable $v$ at $-1 /(a+b)$.

Next we localize the integration to a neighbourhood of 0 on the right-hand side of (3.3). For $\delta>0$, let

$$
\begin{equation*}
\gamma_{ \pm}^{n, \delta}=\gamma_{ \pm}^{n} \cap B(0, \delta) \tag{3.14}
\end{equation*}
$$

denote the contours $\gamma_{ \pm}^{n}$ restricted to the $\delta$-neighbourhood of 0 . We define the kernel

$$
\begin{equation*}
\widetilde{K}_{s_{n}}^{\delta}\left(u, u^{\prime}\right)=\frac{1}{2 \pi i} \int_{\gamma_{+}^{n, \delta}} e^{n\left(f_{0}(u)-f_{0}(v)\right)+\sqrt{n}\left(f_{1}(u)-f_{1}(v)\right)+s_{n}\left(\frac{1}{v}-\frac{1}{u}\right)} \frac{u}{v} \frac{\mathrm{~d} v}{(v-u)\left(v-u^{\prime}\right)} \tag{3.15}
\end{equation*}
$$

which differs from $\widetilde{K}_{s_{n}}$ given in (3.4) only in the choice of the integration contour. The Fredholm determinant in (3.3) and that of (3.15) over the sequence of contours $\gamma_{-}^{n, \delta}$ have the same limit, that is, the localization does not change the $n \rightarrow \infty$ limit.

Proposition 3.2. For any $\delta>0$ small enough, we have that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{det}\left(\mathbb{1}+\widetilde{K}_{s_{n}}\right)_{L^{2}\left(\gamma_{n}^{n}\right)}=\lim _{n \rightarrow \infty} \operatorname{det}\left(\mathbb{1}+\widetilde{K}_{s_{n}}^{\delta}\right)_{L^{2}\left(\gamma_{-}^{n, \delta}\right)} . \tag{3.16}
\end{equation*}
$$

The next statement is about the Taylor expansion of the localized Fredholm determinant.

Proposition 3.3. For $\delta>0$ small enough, the following limits are equal

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{det}\left(\mathbb{1}+\widetilde{K}_{s_{n}}^{\delta}\right)_{L^{2}\left(\gamma_{-}^{n, \delta}\right)}=\lim _{n \rightarrow \infty} \operatorname{det}\left(\mathbb{1}+K_{s, n}^{\prime}\right)_{L^{2}\left(\Gamma_{n}^{\prime}\right)} \tag{3.17}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{s, n}^{\prime}\left(U, U^{\prime}\right)=\frac{1}{2 \pi i} \int_{\Gamma_{n}} \frac{e^{U^{2} / 2-h U-s / U}}{e^{V^{2} / 2-h V-s / V}} \frac{U}{V} \frac{\mathrm{~d} V}{(V-U)\left(V-U^{\prime}\right)} \tag{3.18}
\end{equation*}
$$

The integration contour $\Gamma_{n}=\Gamma \cap B(0, \sqrt{a b(a+b) n} \delta)$ where $\Gamma$ is a path from $e^{-5 \pi i / 6} \infty$ to $e^{5 \pi i / 6} \infty$ so that it crosses the real axis between 0 and 1 . The contour $\Gamma_{n}^{\prime}$ is the vertical segment between $\pm i \sqrt{a b(a+b) n} \delta$ oriented upwards and modified around 0 so that it does not intersect $\Gamma_{n}$.

Finally, the proposition below yields the convergence of the localized Fredholm determinant to the right-hand side of (1.8). That is, Theorem 1.1 follows from Propositions 3.2, 3.3 and 3.4.

Proposition 3.4. Let $\delta>0$ be small. Then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{det}\left(\mathbb{1}+K_{s, n}^{\prime}\right)_{L^{2}\left(\Gamma_{n}^{\prime}\right)}=\operatorname{det}\left(\mathbb{1}-K_{s}\right)_{L^{2}((h, \infty))} . \tag{3.19}
\end{equation*}
$$

## 4 Proofs of the asymptotic statements

In this section we prove the asymptotic statements used in the proof of Theorem 1.1.


Figure 1: The level lines $\operatorname{Re}\left(f_{0}\right)=0$ shown by dashed lines and a possible choice of the integration contours $\gamma_{ \pm}$shown by solid lines.

Proof of Proposition 3.1. Since $f_{0}$ is analytic away from its singularities, $\operatorname{Re}\left(f_{0}\right)$ is harmonic and its level lines of the form $\operatorname{Re}\left(f_{0}(u)\right)=0$ can be described as follows. The level lines can only cross at singularities or critical points. There are two singularities of $f_{0}$ at $-1 / a$ and at $-1 /(a+b)$ and a critical point at 0 . It follows from the Taylor expansion (3.9) that the branches of the level lines $\operatorname{Re}\left(f_{0}(u)\right)=0$ cross at 0 with angles $\pm \pi / 4$ and $\pm 3 \pi / 4$. As $|u| \rightarrow \infty$ in any direction, $\operatorname{Re}\left(f_{0}(u)\right) \rightarrow \infty$, hence all level lines remain bounded. By the maximum principle, any closed path formed by portions of level lines must enclose a singularity. Around the singularity at $-1 / a, \operatorname{Re}\left(f_{0}\right)$ is negative and around $-1 /(a+b), \operatorname{Re}\left(f_{0}\right)$ is positive.

Based on this information, the only possible configuration of the level lines $\operatorname{Re}\left(f_{0}\right)=0$ up to a continuous deformation of the lines which does not cross any singularity is shown on Figure 1. Then the contours $\gamma_{ \pm}$are defined in two steps. We first choose a small $\delta>0$ and give $\gamma_{ \pm}$in $B(0, \delta)$ to be defined by (3.11) and we let the value of $\operatorname{Re}\left(f_{0}\right)$ at the endpoints be denoted by $\varepsilon_{+}=\operatorname{Re}\left(f_{0}\left(e^{ \pm 5 \pi i / 6} \delta\right)\right)>0$ and $\varepsilon_{-}=\operatorname{Re}\left(f_{0}( \pm i \delta)\right)<0$. Then in the second step, we define $\gamma_{+}$outside of $B(0, \delta)$ to coincide with that branch of the level line $\operatorname{Re}\left(f_{0}(v)\right)=\varepsilon_{+}$which connects the two points $e^{ \pm 5 \pi i / 6} \delta$. Similarly, we let $\gamma_{-}$ outside of $B(0, \delta)$ to be the same as the branch of the level line $\operatorname{Re}\left(f_{0}(u)\right)=\varepsilon_{-}$which connects the points $\pm i \delta$. Then the contours $\gamma_{ \pm}$satisfy the required properties by the Taylor expansion (3.9).

Proof of Proposition 3.2. We fix a small $\delta>0$. The integrand in (3.15) can be upper bounded as

$$
\begin{equation*}
\left|e^{n\left(f_{0}(u)-f_{0}(v)\right)+\sqrt{n}\left(f_{1}(u)-f_{1}(v)\right)+s_{n}\left(\frac{1}{v}-\frac{1}{u}\right)} \frac{u}{v} \frac{1}{(v-u)\left(v-u^{\prime}\right)}\right| \leq C n^{3 / 2} e^{n\left(\operatorname{Re}\left(f_{0}(u)-f_{0}(v)\right)\right)+K \sqrt{n}} \tag{4.1}
\end{equation*}
$$

for $u, u^{\prime} \in \gamma_{-}^{n}$ and $v \in \gamma_{+}^{n}$ with some finite constants $C, K$.
By Proposition 3.1, $\operatorname{Re}\left(f_{0}(v)\right)>\varepsilon$ for all $v \in \gamma_{+}^{n} \backslash \gamma_{+}^{n, \delta}$ with some $\varepsilon>0$. Hence the integration over $\gamma_{+}^{n} \backslash \gamma_{+}^{n, \delta}$ can be upper bounded as

$$
\begin{equation*}
\left|\widetilde{K}_{s_{n}}\left(u, u^{\prime}\right)-\widetilde{K}_{s_{n}}^{\delta}\left(u, u^{\prime}\right)\right| \leq e^{-n \varepsilon / 2} \tag{4.2}
\end{equation*}
$$

for $n$ large enough for all $u, u^{\prime} \in \gamma_{-}^{n}$.

Next we consider the Fredholm expansion

$$
\begin{equation*}
\operatorname{det}\left(\mathbb{1}+\widetilde{K}_{s_{n}}\right)_{L^{2}\left(\gamma_{-}^{n}\right)}=\sum_{k=0}^{\infty} \frac{1}{k!} \int_{\gamma_{-}^{n}} \mathrm{~d} u_{1} \cdots \int_{\gamma_{-}^{n}} \mathrm{~d} u_{k} \operatorname{det}\left(\widetilde{K}_{s_{n}}\left(u_{i}, u_{j}\right)\right)_{i, j=1}^{k} . \tag{4.3}
\end{equation*}
$$

The integration in the $k$ th term of the expansion can be written as the sum of the integral over $\left(\gamma_{-}^{n, \delta}\right)^{k}$ and the integral over $\left(\gamma_{-}^{n}\right)^{k} \backslash\left(\gamma_{-}^{n, \delta}\right)^{k}$. By Proposition 3.1, $\operatorname{Re}\left(f_{0}(u)\right)<-\varepsilon$ for all $u \in \gamma_{-}^{n} \backslash \gamma_{-}^{n, \delta}$, hence we can use the bound in (4.1) to conclude that the total contribution of the integrals over $\left(\gamma_{-}^{n}\right)^{k} \backslash\left(\gamma_{-}^{n, \delta}\right)^{k}$ for $k=0,1,2, \ldots$ goes to 0 as $n \rightarrow \infty$. In the integral over $\left(\gamma_{-}^{n, \delta}\right)^{k}$, we can write the kernel $\widetilde{K}_{s_{n}}\left(u, u^{\prime}\right)$ as $\widetilde{K}_{s_{n}}^{\delta}\left(u, u^{\prime}\right)$ plus an error at most $e^{-n \varepsilon / 2}$. Hence the difference of the contribution over $\left(\gamma_{-}^{n, \delta}\right)^{k}$ in the $k$ th term of the Fredholm expansion of $\operatorname{det}\left(\mathbb{1}-\widetilde{K}_{s_{n}}\right)_{L^{2}\left(\gamma_{-}^{n}\right)}$ and the $k$ th term in the Fredholm expansion of $\operatorname{det}\left(\mathbb{1}+\widetilde{K}_{s_{n}}^{\delta}\right)_{L^{2}\left(\gamma_{-}^{n, \delta}\right)}$ is summable in $k$ and the sum goes to 0 as $n \rightarrow \infty$ proving (3.16).

Proof of Proposition 3.3. By the Taylor expansion (3.9) and

$$
\begin{equation*}
f_{1}(u)=-\sqrt{a b(a+b)} h u+\mathcal{O}\left(u^{2}\right) \tag{4.4}
\end{equation*}
$$

as $u \rightarrow 0$, we can rewrite (3.15) as

$$
\begin{align*}
& \widetilde{K}_{s_{n}}^{\delta}\left(u, u^{\prime}\right) \\
& =\frac{1}{2 \pi i} \int_{\gamma_{+}^{n, \delta}} e^{n \frac{1}{2} a b(a+b)\left(u^{2}-v^{2}\right)+\mathcal{O}\left(n\left(u^{3}+v^{3}\right)\right)-\sqrt{n} \sqrt{a b(a+b) h}(u-v)+\mathcal{O}\left(\sqrt{n}\left(u^{2}+v^{2}\right)\right)+s_{n}\left(\frac{1}{v}-\frac{1}{u}\right)} \\
& \tag{4.5}
\end{align*}
$$

By the change of variables $U=\sqrt{n} \sqrt{a b(a+b)} u, U^{\prime}=\sqrt{n} \sqrt{a b(a+b)} u^{\prime}$ and $V=$ $\sqrt{n} \sqrt{a b(a+b)} v$, we get that the rescaled kernel is given by

$$
\begin{align*}
& \frac{n^{-1 / 2}}{\sqrt{a b(a+b)}} \widetilde{K}_{s_{n}}^{\delta}\left(\frac{n^{-1 / 2}}{\sqrt{a b(a+b)}} U, \frac{n^{-1 / 2}}{\sqrt{a b(a+b)}} V\right) \\
&=\frac{1}{2 \pi i} \int_{\Gamma_{n}} e^{U^{2} / 2-V^{2} / 2+\mathcal{O}\left(n^{-1 / 2}\left(U^{3}+V^{3}\right)\right)-h(U-V)+\mathcal{O}\left(n^{-1 / 2}\left(U^{2}+V^{2}\right)\right)+s / V-s / U} \\
& \times \frac{U}{V} \frac{d V}{(V-U)\left(V-U^{\prime}\right)} . \tag{4.6}
\end{align*}
$$

The difference between the rescaled kernel above and $K_{s_{n}}^{\prime}\left(U, U^{\prime}\right)$ in (3.18) is the presence of the error terms $\mathcal{O}\left(n^{-1 / 2}\left(U^{3}+V^{3}\right)\right)$ and $\mathcal{O}\left(n^{-1 / 2}\left(U^{2}+V^{2}\right)\right)$ in the exponent. Hence the integrand of the rescaled kernel above converges to that of $K_{s_{n}}^{\prime}\left(U, U^{\prime}\right)$ for any $U, U^{\prime} \in \Gamma_{n}^{\prime}$ and $V \in \Gamma_{n}$. In order to see the convergence of the kernels and that of the Fredholm determinants, we use dominated convergence. We observe that along the integration contours the error terms can be bounded by a fixed constant times $\delta\left(U^{2}+V^{2}\right)$. We bound the difference of the integrand with and without the error terms in the exponent by applying the inequality $\left|e^{x}-1\right| \leq|x| e^{|x|}$. The decay of the integrand in (4.6) comes from the main term $e^{U^{2} / 2-V^{2} / 2}$, hence in the presence of the error terms bounded by $e^{C \delta\left(U^{2}+V^{2}\right)}$, it remains integrable in both variables $U$ and $V$ if $\delta$ is small enough. Hence the difference of the Fredholm determinants goes to 0 as $n \rightarrow \infty$ by dominated convergence.

Proof of Proposition 3.4. The integrand in (3.18) has a Gaussian decay in both $U$ and $V$ due to the factors $e^{U^{2} / 2-V^{2} / 2}$. Hence by dominated convergence, the integration contours $\Gamma_{n}^{\prime}$ and $\Gamma_{n}$ can be extended to infinity in the Fredholm determinant without changing the limit on the right-hand side of (3.17). The integration contours for $U$ and $V$ can be deformed to $1+i \mathbb{R}$ and to $\mathcal{C}_{0}$ respectively by Cauchy's integral theorem.

Finally we reformulate the kernel as follows. Since $\operatorname{Re}(U-V)>0$ for $U \in 1+i \mathbb{R}$ and $V \in \mathcal{C}_{0}$, we have that

$$
\begin{equation*}
\frac{1}{U-V}=\int_{\mathbb{R}_{+}} e^{-x(U-V)} \mathrm{d} x . \tag{4.7}
\end{equation*}
$$

Hence we can write the kernel with the contours extended to infinity as

$$
\begin{equation*}
K_{s, \infty}^{\prime}\left(U, U^{\prime}\right)=-A B\left(U, U^{\prime}\right) \tag{4.8}
\end{equation*}
$$

where

$$
\begin{equation*}
A(U, x)=e^{U^{2} / 2-(h+x) U-s / U}, \quad B(x, U)=\frac{1}{2 \pi i} \int_{\mathcal{C}_{0}} e^{-V^{2} / 2+(h+x) V+s / V} \frac{\mathrm{~d} V}{V(V-U)} \tag{4.9}
\end{equation*}
$$

Since $B A(x, y)=K_{s}(x, y)$, we conclude (3.19) by using the fact that $\operatorname{det}(\mathbb{1}-A B)_{L^{2}(1+i \mathbb{R})}=$ $\operatorname{det}(\mathbb{1}-B A)_{L^{2}\left(\mathbb{R}_{+}\right)}$.

## 5 Tracy-Widom limit

In this section we prove Theorem 1.3 and Corollaries 1.4 and 1.10 about the Tracy-Widom limit of $H_{s}$ as well as its consequences on the height of the percolation cluster.

Proof of Theorem 1.3. We introduce the scaling of the space variables given by $x=$ $2^{-2 / 3} 3 s^{1 / 3}+2^{-4 / 9} 3^{1 / 3} s^{-1 / 9} X$ and $y=2^{-2 / 3} 3 s^{1 / 3}+2^{-4 / 9} 3^{1 / 3} s^{-1 / 9} Y$ and we apply the change of variables $u=2^{1 / 3} s^{1 / 3}+2^{4 / 9} 3^{-1 / 3} U s^{1 / 9}$ and $v=2^{1 / 3} s^{1 / 3}+2^{4 / 9} 3^{-1 / 3} V s^{1 / 9}$ in (1.9). In the exponent after using the identity $1 /(1+q)=1-q+q^{2}-q^{3} /(1+q)$ the linear and quadratic terms in $U$ and $V$ cancel and we get that

$$
\begin{equation*}
\frac{u^{2}}{2}-y u-\frac{s}{u}=-2^{-1 / 3} 3 s^{2 / 3}-2^{-1 / 9} 3^{1 / 3} s^{2 / 9} Y+\frac{U^{3}}{3} \frac{1}{1+2^{1 / 9} 3^{-1 / 3} s^{-2 / 9} U}-U Y \tag{5.1}
\end{equation*}
$$

and a similar identity in $v$ and $x$. This means that the rescaled kernel after a conjugation is equal to

$$
\begin{align*}
& e^{2^{-1 / 9} 3^{1 / 3} s^{2 / 9}(X-Y)} \\
& \times 2^{-4 / 9} 3^{1 / 3} K_{s}\left(2^{-2 / 3} 3 s^{1 / 3}+2^{-4 / 9} 3^{1 / 3} s^{-1 / 9} X, 2^{-2 / 3} 3 s^{1 / 3}+2^{-4 / 9} 3^{1 / 3} s^{-1 / 9} Y\right) \\
& \quad=\frac{1}{(2 \pi i)^{2}} \int \mathrm{~d} U \int \mathrm{~d} V \frac{e^{\frac{U^{3}}{3}} \frac{1}{1+2^{1 / 9} 3^{-1 / 3} s^{-2 / 9} U}-U Y-\frac{V^{3}}{3} \frac{1}{1+2^{1 / 9} 3^{-1 / 3} s^{-2 / 9} V}+V X}{V-U}+o(1) . \tag{5.2}
\end{align*}
$$

The integration contours for $U$ and $V$ can be obtained as follows. We first deform the original contours for $u$ and $v$ in (1.9) so that they pass through $2^{1 / 3} s^{1 / 3}$. We may choose the contour for $u$ to be the $V$ shaped contour $V_{2^{1 / 3} s^{1 / 3}, \pi / 2-\varepsilon}^{\infty}$ and the contour for $v$ to be a circle of radius $2^{1 / 3} s^{1 / 3}$ which is deformed locally so that it coincides with $V_{2^{1 / 3} s^{1 / 3}, \pi / 2+\varepsilon}^{\infty}$ around $2^{1 / 3} s^{1 / 3}$ for some small fixed $\varepsilon>0$. We claim that the contour for $U$ on the righthand side of (5.2) can be chosen to be the one which follows the semi-infinite straight
lines from $e^{-i(\pi / 2-\varepsilon)} \infty$ to 0 and from 0 to $e^{i(\pi / 2+\varepsilon)} \infty$ and the contour for $V$ can be the one which goes from $e^{-i(\pi / 2+\varepsilon)} \infty$ to 0 and from 0 to $e^{i(\pi / 2+\varepsilon)} \infty$. The fact that the two contours intersect at 0 does not cause divergence, alternatively it can be avoided by local deformation.

To validate the choice of contours described above we prove that the integrand has enough decay so that the integral in $U$ and $V$ can be localized to a small neighbourhood of $2^{1 / 3} s^{1 / 3}$. In order to justify the localization we first prove that if $U=e^{i(\pi-\varepsilon)} t$ and $t \geq 0$ then for $s \geq 2^{1 / 2} 3^{-3 / 2}$ it holds that

$$
\begin{equation*}
\operatorname{Re}\left(\frac{U^{3}}{3} \frac{1}{1+2^{1 / 9} 3^{-1 / 3} s^{-2 / 9} U}\right) \leq-\frac{\sin (3 \varepsilon)}{3} \frac{t^{2}}{1+t} \tag{5.3}
\end{equation*}
$$

To see (5.3) we observe that the $\operatorname{argument} \arg \left(U^{3} / 3\right)=3 \pi / 2-3 \varepsilon$ and that $\arg (1+$ $\left.2^{1 / 9} 3^{-1 / 3} s^{-2 / 9} U\right) \in[0, \pi / 2-\varepsilon]$ for all $t \geq 0$. On the other hand $\left|U^{3} / 3\right|=t^{3} / 3$ and for $s \geq 2^{1 / 2} 3^{-3 / 2}$ we have that $\left|1+2^{1 / 9} 3^{-1 / 3} s^{-2 / 9} U\right| \leq 1+t$. This shows that for the complex number $z=U^{3} /\left(3\left(1+2^{1 / 9} 3^{-1 / 3} s^{-2 / 9} U\right)\right)$ it holds that $\arg (z) \in[\pi-2 \varepsilon, 3 \pi / 2-3 \varepsilon]$ and $|z| \geq t^{3} /(3(1+t))$ hence its real part satisfies $\operatorname{Re}(z) \leq-\sin (3 \varepsilon) t^{3} /(3(1+t))$ proving (5.3).

The bound on the real part of the exponent given in (5.3) and its analogue for $V$ proves that the integrand on the right-hand side of (5.2) has at least Gaussian decay in $U$ and $V$ hence the error caused by changing the contours to be the ones given above causes an error going to 0 . The integrand on the right-hand side of (5.2) converges for any $U$ and $V$ so that the double integral formally goes to the Airy kernel. By the bound (5.3) the Gaussian decay of the integrand is enough to conclude the convergence of the kernel.

For the convergence of the Fredholm determinants we can write

$$
\begin{equation*}
\frac{1}{U-V}=\int_{0}^{\infty} \mathrm{d} \lambda e^{-\lambda(U-V)} \tag{5.4}
\end{equation*}
$$

because $\operatorname{Re}(U-V)>0$. Using (5.4) on the right-hand side of (5.2) factorizes the integrand into $U$ and $V$ dependent parts. Each of them has an Airy decay in $X$ and $Y$ which can be seen in the same way as for the Airy function. The contour for $U$ can be deformed to coincide with the vertical line at $\sqrt{Y+\lambda}$ around the real axis and to have $\operatorname{Re}(U) \geq \sqrt{Y+\lambda}$ along the whole contour. Then $\operatorname{Re}\left(U^{3} / 3-U(Y+\lambda)\right) \leq-\frac{2}{3}(Y+\lambda)^{3 / 2}$ which yields the Airy decay and the convergence of the Fredholm determinants.

Proof of Corollary 1.4. We can write the definition (1.11) as

$$
\begin{equation*}
H_{s}(t)=\lim _{n \rightarrow \infty} \sqrt{t} \sqrt{\frac{a+b}{a b}} \frac{1}{\sqrt{t n}} H\left(t n, \frac{\sqrt{t} s}{\sqrt{a b(a+b)}}(t n)^{-1 / 2}\right) \stackrel{\mathrm{d}}{=} \sqrt{t} H_{\sqrt{t} s} \tag{5.5}
\end{equation*}
$$

using Theorem 1.1 in the second equality in distribution. For any fixed $s>0$ Theorem 1.3 with $s$ replaced by $\sqrt{t} s$ implies that the right-hand side of (5.5) can be written as

$$
\begin{equation*}
\sqrt{t} H_{\sqrt{t} s}=\sqrt{t}\left(2^{-2 / 3} 3(\sqrt{t} s)^{1 / 3}+2^{-4 / 9} 3^{1 / 3}(\sqrt{t} s)^{-1 / 9} \xi_{t}\right) \tag{5.6}
\end{equation*}
$$

where $\xi_{t}$ converges in law to the Tracy-Widom distribution which proves (1.12).
Proof of Corollary 1.10. The statement of Theorem 1.3 in terms of the Fredholm determinant in (1.8) means that by setting $h(s)=2^{-2 / 3} 3 s^{1 / 3}+2^{-4 / 9} 3^{1 / 3} s^{-1 / 9} r$ for any $r \in \mathbb{R}$
we have $\operatorname{det}\left(\mathbb{1}-K_{s}\right)_{L^{2}((h(s), \infty))} \rightarrow \mathbf{P}(\xi<r)$ as $s \rightarrow \infty$. We express the convergence of the Fredholm determinant using the variable $h$ as follows. We introduce $s(h)=4 h^{3} / 27-$ $(2 / 3)^{4 / 3} h^{5 / 3} r$ which has the property that $h(s(h))=h+\mathcal{O}\left(h^{-5 / 3}\right)$ where the error is of smaller order than the fluctuations. Hence we can write $\operatorname{det}\left(\mathbb{1}-K_{s(h)}\right)_{L^{2}((h, \infty))} \rightarrow \mathbf{P}(\xi<r)$ as $h \rightarrow \infty$. By (1.22) this implies (1.23).

## 6 Decay bounds

In this section we prove the decay bounds in Proposition 1.8.
Proof of Proposition 1.8. By Cauchy's integral theorem, the integration contours in the definition (1.9) of the kernel $K_{s}$ can be deformed as long as no singularity is crossed and the decay along the infinite contour is guaranteed during the deformation. Our choice is $K+i \mathbb{R}$ for the variable $u$ and the circle of radius $\varepsilon$ around 0 for $v$ with the values of $K$ and $\varepsilon$ to be specified later so that $K>\varepsilon>0$. Writing $u=K+i t$ with $t \in \mathbb{R}$ one observes that $\operatorname{Re}\left(u^{2}\right)=K^{2}-t^{2}$, hence by bounding the absolute value of each factor of the kernel, we have that

$$
\begin{equation*}
\left|K_{s}(x, y)\right| \leq C \varepsilon \int_{\mathbb{R}} \mathrm{d} t e^{K^{2} / 2-t^{2} / 2-K y+s / K+\varepsilon^{2} / 2+\varepsilon x+s / \varepsilon} \frac{\sqrt{K^{2}+t^{2}}}{\varepsilon} \frac{1}{K-\varepsilon} \tag{6.1}
\end{equation*}
$$

In the formula above and later in this proof $C$ denotes a finite positive constant which may change from line to line.

The integration in $t$ can be performed after using the inequality $\sqrt{K^{2}+t^{2}} \leq K+|t|$ as

$$
\begin{equation*}
\int_{\mathbb{R}} \mathrm{d} t e^{-t^{2} / 2} \sqrt{K^{2}+t^{2}} \leq C(1+K) \tag{6.2}
\end{equation*}
$$

If $K \geq 1$, then the integral above can be bounded by $C K$. Based on (6.1) and using (6.2) we get that

$$
\begin{equation*}
\left|K_{s}(x, y)\right| \leq C e^{K^{2} / 2-K y+\varepsilon^{2} / 2+\varepsilon x+s / K+s / \varepsilon} . \tag{6.3}
\end{equation*}
$$

By the Fredholm expansion on the right-hand side of (1.8), we have that the tail probability of $H_{s}$ can be written as

$$
\begin{equation*}
\mathbf{P}\left(H_{s}>h\right)=\sum_{m=1}^{\infty} \frac{(-1)^{m+1}}{m!} \int_{h}^{\infty} \mathrm{d} x_{1} \cdots \int_{h}^{\infty} \mathrm{d} x_{m} \operatorname{det}\left(K_{s}\left(x_{i}, x_{j}\right)\right)_{i, j=1}^{m} \tag{6.4}
\end{equation*}
$$

Using (6.3) and Hadamard's inequality on the $m \times m$ determinant above, we get that

$$
\begin{align*}
\mathbf{P}\left(H_{s}>h\right) & \leq \sum_{m=1}^{\infty} \frac{m^{m / 2}}{m!} C^{m} e^{m\left(K^{2} / 2+\varepsilon^{2} / 2+s / K+s / \varepsilon\right)} \int_{h}^{\infty} \mathrm{d} x_{1} \cdots \int_{h}^{\infty} \mathrm{d} x_{m} e^{-(K-\varepsilon) \sum_{i=1}^{m} x_{i}} \\
& =\sum_{m=1}^{\infty} \frac{m^{m / 2}}{m!}\left(\frac{C e^{K^{2} / 2-(K-\varepsilon) h+\varepsilon^{2} / 2+s / K+s / \varepsilon}}{K-\varepsilon}\right)^{m} . \tag{6.5}
\end{align*}
$$

The values of $K$ and $\varepsilon$ are to be chosen in a way that we get the best bound in (6.5). With $K=h$, the expression $K^{2} / 2-K h$ in the exponent on the right-hand side of (6.5) is minimized and its value is $-h^{2} / 2$. If $0 \leq s \leqq h$, then the term $s / K$ in the exponent is bounded by 1. In this case, we choose $\varepsilon=\sqrt{s / h}$ which minimizes the term $\varepsilon h+s / \varepsilon$ in
the exponent with minimal value $2 \sqrt{s h}$. With this choice of $K$ and $\varepsilon$ each of the terms $s / K$ and $\varepsilon^{2} / 2$ in the exponent is upper bounded by $s / h$. If we choose $h_{0}>1$ which means together with the condition $s \leq h$ that $s<h^{3}$ then $s / h<\sqrt{s h}$ holds. This also guarantees that $\varepsilon<K$ and the two integration contours do not cross. Hence we get that

$$
\begin{equation*}
\mathbf{P}\left(H_{s}>h\right) \leq \sum_{m=1}^{\infty} \frac{m^{m / 2}}{m!}\left(\frac{C e^{-h^{2} / 2+4 \sqrt{s h}}}{h}\right)^{m} \tag{6.6}
\end{equation*}
$$

where the $m=1$ term gives the desired upper bound on the right-hand side of (1.18) and further terms are negligible compared to it if $h$ is large enough. This proves the first part of the proposition.

If $s \rightarrow \infty$ with $h$ satisfying $s \ll h^{3}$, then we again choose $\varepsilon=\sqrt{s / h}$ and $K=h$. We have that $\varepsilon h+\varepsilon^{2} / 2+s / K+s / \varepsilon=(2+o(1)) \sqrt{s h}$ and the rest of the proof is the same as in the first case.

If $s=c h^{3}$, then we choose $K=\kappa(c) h$ and $\varepsilon=e(c) h$ where $\kappa(c)$ and $e(c)$ minimize the expressions $\kappa(c)^{2} / 2-\kappa(c)+c / \kappa(c)$ and $e(c)^{2} / 2+e(c)+c / e(c)$ which appear as the coefficients of the $h^{2}$ term in the exponent of (6.5). By taking the derivative we solve the equations $\kappa(c)-1-c / \kappa(c)^{2}=0$ and $e(c)+1-c / e(c)^{2}=0$ which have exactly one positive solution for $c>0$. These solutions denoted by $\kappa(c)$ and $e(c)$ satisfy $\lim _{c \rightarrow 0} \kappa(c)=1$ and $\lim _{c \rightarrow 0} e(c)=0$ with $\lim _{c \rightarrow 0} e(c) / \sqrt{c}=1$. Hence the sum of $\kappa(c)^{2} / 2-\kappa(c)+c / \kappa(c)$ and $e(c)^{2} / 2+e(c)+c / e(c)$ is negative for all $c \in\left(0, c^{*}\right)$ with some $c^{*}>0$. Furthermore $e(c)<\kappa(c)$ also holds on this interval so that the two contours do not cross. Numerical approximation yields that $c^{*} \simeq 0.0468$.

## References

[BC17] G. Barraquand and I. Corwin. Random-walk in beta-distributed random environment. Probab. Theory Related Fields, 167:1057-1116, 2017.
[BR19] G. Barraquand and M. Rychnovsky. Tracy-Widom asymptotics for a river delta model. International workshop on Stochastic Dynamics out of Equilibrium, 282:483-522, 2019.
[DV15] S. Delvaux and B. Vető. The hard edge tacnode process and the hard edge Pearcey process with non-intersecting squared Bessel paths. Random Matrices Theory Appl., 4:1550008, 2015.
[FINR04] L. R. G. Fontes, M. Isopi, C. M. Newman, and K. Ravishankar. The Brownian web: Characterization and convergence. Ann. Probab., 32(4):2857-2883, 2004.
[KMFW11] A. B. J. Kuijlaars, A. Martínez-Finkelshtein, and F. Wielonsky. Nonintersecting squared Bessel paths: critical time and double scaling limit. Commun. Math. Phys., 308:227, 2011.
[TW98] B. Tóth and W. Werner. The true self-repelling motion. Probab. Theory Relat. Fields, 111:375-452, 1998.


[^0]:    *Department of Stochastics, Institute of Mathematics, Budapest University of Technology and Economics, Műegyetem rkp. 3., H-1111 Budapest, Hungary. E-mail: vetob@math. bme .hu
    ${ }^{\dagger}$ ELKH-BME Stochastics Research Group, Műegyetem rkp. 3., H-1111 Budapest, Hungary

