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rath
Öntapadó jegyzet
the next theorem gives an equivalent characterization of weak convergence of probability distributions (originally defined on  page 40)

rath
Öntapadó jegyzet
this type of criterion already appeared on page 52 (proof of additive Slutsky) and page 80 (proof of Helly)

rath
Öntapadó jegyzet
this g is indeed bounded and continuous

rath
Öntapadó jegyzet
new def implies old def

rath
Öntapadó jegyzet
the probability of an event is equal to the expectation of the indicator of the event

rath
Öntapadó jegyzet
since g(X_n) is greater than or equal to the indicator of the event { X_n <= x_0 }, see the picture above. And:the greater random variable has greater expectation

rath
Öntapadó jegyzet
by the new definition of weak convergence

rath
Öntapadó jegyzet
since g(X_n) is less than or equal to the indicator of the event { X_n <= x_0 + epsilon }, see the picture above. And: the greater r.v. has greater expectation

rath
Öntapadó jegyzet
thus indeed: new def implies old def

rath
Öntapadó jegyzet
i.e., that liminf F_n(x_0) >= F(x_0-epsilon)
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rath
Öntapadó jegyzet
now we prove that the old def implies the new def

rath
Öntapadó jegyzet
M is finite, since we assumed that g is bounded

rath
Öntapadó jegyzet
we have proved on page 77 that a sequence of weakly convergent probability distributions is also a tight sequence of probability distributions

rath
Öntapadó jegyzet
by possibly making K a bit larger, we assume that neither K, nor -K is an atom of the distribution of X

rath
Öntapadó jegyzet
 Heine–Cantor theorem: a continuous function on a compact set is actually uniformly continuous

rath
Öntapadó jegyzet
this is just the definition of uniform continuity

rath
Öntapadó jegyzet
this can be achieved, since the distribution of X only has countably many atoms, so it is easy to avoid them

rath
Öntapadó jegyzet
since the difference of ecpectations is equal to the expectation of the difference, which is equal to g(X) times the indicator of the event that X lies outside (-K,K]

rath
Öntapadó jegyzet
and we may assume that the same inequality also holds for X in place of X_n

rath
Öntapadó jegyzet
see C above

rath
Öntapadó jegyzet
the reason why we are so cautious about using intervals of form (-K,K] which are open from the left and closed from the right will become apparent in the comments near index K on page 83
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rath
Öntapadó jegyzet
the inequality derived at the bottom of page 82 (for X as well as X_n) combined with the triangle inequality gives it is enough to restrict our attention to (-K,K]

rath
Öntapadó jegyzet
the next calculation is similar in spirit to the approximation of an integral by Riemann sums

rath
Öntapadó jegyzet
we subdivided (-K,K] into sub-intervals, we used linearity of expectation. 

rath
Öntapadó jegyzet
the expectation of g(X), when X is restricted to (-K,K] is equal to the sum of the expectations of g(X), when X is restricted to the sub-intervals (x_{k-1},x_k]

rath
Öntapadó jegyzet
we add and subtract the sum that involves the g value evaluated at the right endpoints of the sub-intervals (also using linearity of expectation)

rath
Öntapadó jegyzet
using linearity of expectation and the fact that P( x_{k-1} < X <= x_k ) = F(x_k)-F(x_{k-1})

rath
Öntapadó jegyzet
if x_{k-1} < X <= x_k then |X-x_k| <= delta (by F2 on page 82) and thus |g(X)-g(x_k)| <= delta (by F1 on page 82)

rath
Öntapadó jegyzet
the absolute value of a sum is less than or equal to the sum of the absolute values.the absolute value of an expectation is less than or equal to the expectation of the absolute value

rath
Öntapadó jegyzet
the probabilities of disjoint events sum up to a value which is less than or equal to 1

rath
Öntapadó jegyzet
thus we can replace E(g(X) ; -K < X <=K )) by the sum involving the g(x_k) values (see below F) at the cost of an epsilon error term

rath
Öntapadó jegyzet
expectation of the indicator of the event { x_{k-1} < X <= x_k } is P( x_{k-1} < X <= x_k )

rath
Öntapadó jegyzet
Note: we can analogously replace E(g(X_n) ; -K < X <=K )) with a similar sum that involvesF_n(x_k)-F_n(x_{k-1})

rath
Öntapadó jegyzet
we want to bound A2

rath
Öntapadó jegyzet
we want to bound A2: we replace both terms by the corresponding sums involving the g(x_k) values, by paying epsilon cost twice

rath
Öntapadó jegyzet
actually this inequality is an equality

rath
Öntapadó jegyzet
by the old definition of weak convergence and the fact that x_k is not a jump point of the c.d.f. F, see equation G on page 82

rath
Öntapadó jegyzet
the proof of equation A from page 82 is complete (c.f. A1 above)

rath
Öntapadó jegyzet
note that the c.d.f. of X_n is not necessarily continuous at the points x_k, so it is important to use intervals which are open on the left, but closed on the right, if we wantP( x_{k-1} < X_n <= x_k ) = F_n(x_k)-F_n(x_{k-1})
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rath
Öntapadó jegyzet
since the joint density function of (X_1,...,X_n) is constant 1 multiplied with the indicator of 0 < x_i < 1, i=1,...,nand we also used the multivariable version of the law of the unconscious statistician

rath
Öntapadó jegyzet
Slutsky: see page 51

rath
Öntapadó jegyzet
both Y_n and Z_n weakly converge to deterministic constants, so their ratio also weakly converges to a deterministic constant

rath
Öntapadó jegyzet
since 0 < X_i < 1 

rath
Öntapadó jegyzet
by the new equivalent definition of weak convergence (see top of page 81)

rath
Öntapadó jegyzet
g(2/3)=2/3 the expected value of a constant is the constant itself

rath
Öntapadó jegyzet
the only reason why we did not use g(x)=x was that the identity function is not bounded. But since Y_n/Z_n lies in [0,1], we have g(Y_n/Z_n)=Y_n/Z_n
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rath
Öntapadó jegyzet
for the rest of the semester, we will develop and use the method of characteristic functions. It is a very useful tool if one wants to prove limit theorems about the sum of independent random variables

rath
Öntapadó jegyzet
this is the greek letter phi

rath
Öntapadó jegyzet
so t is a real number, but phi(t) is complex number

rath
Öntapadó jegyzet
where i is the complex imaginary unit number

rath
Öntapadó jegyzet
by the law of the unconscious statistician

rath
Öntapadó jegyzet
now we discuss the relation of moment generating functions and characteristic functions

rath
Öntapadó jegyzet
it might happen that Z(lambda) is infinite for some values of lambda (e.g. this happens in the case of the exponential distribution)

rath
Öntapadó jegyzet
phi(t) is well-defined and finite for any real number t, since cos(t*X) and sin(t*X) are  bounded random variables, so their expectation exists and is finite

rath
Öntapadó jegyzet
the absolute value of the complex number on the left is equal to the positive number on the right

rath
Öntapadó jegyzet
since the absolute value of the expectation is less than or equal to the expectation of the absolute value, and exp((a+bi)X) <= exp(aX)

rath
Öntapadó jegyzet
 The Z(.) value of a complex number is well-defined and finite whenever the real part of that complex number lies in (-R,R)

rath
Öntapadó jegyzet
in words: the moment generating function Z(.) can be extended analytically to a vertical strip of the complex plane.

rath
Öntapadó jegyzet
if Z(lambda) is finite for any lambda in (-R,R), the characteristic function phi(.) can also be defined for some complex values of t

rath
Öntapadó jegyzet
recall that under this assumption, the function Z(.) is analytic on (-R,R), see page 16

rath
Öntapadó jegyzet
this is a horizontal strip of the complex plave

rath
Öntapadó jegyzet
it might happen that the r.v. X is "ugly" and Z(lambda) is finite only if lambda=0 (e.g. if X has Cauchy distribution). Then phi(t) is only well-defined if the imaginary part of t is zero

rath
Öntapadó jegyzet
moral of the story: if Z(.) is defined on an open neighbourhood of 0, then phi(.) is an analytic function and the identity on the left holds.

rath
Öntapadó jegyzet
but the good news is that no matter how ugly my random variable X is, phi(t) is well-defined and finite for every real number t (but phi(t) is not necessarily an analytic function if X is ugly)

rath
Öntapadó jegyzet
linearity of expectation also holds for complex-valued random variables
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rath
Öntapadó jegyzet
we don't have to work twice: if we have already found a formula for the moment generating function of a r.v., then we also have a formula for its characteristic function: plug i*t in place of lambda

rath
Öntapadó jegyzet
if lambda = i*t then lambda^2 = -t^2

rath
Öntapadó jegyzet
this is the characteristic function of the standard normal distribution N(0,1). This formula looks very similar to the p.d.f. of N(0,1). We will use this later (Fourier inversion)

rath
Öntapadó jegyzet
more generally, we will use quite often that the char. functions of some r.v.'s look similar to the p.d.f. of other r.v.'s

rath
Öntapadó jegyzet
again, just plug in i*t in place of lambda

rath
Öntapadó jegyzet
for example, if X is absolutely continuous with p.d.f. f, then the distribution of X is symmetric if and only if f is an even function:f(-x)=f(x)

rath
Öntapadó jegyzet
if t is real, then phi(t) is real(by default, the domain of phi(.) is the set of real numbers)

rath
Öntapadó jegyzet
and the statement in the box above follows from the formula indexed by C on page 85

rath
Öntapadó jegyzet
 X has the same distribution as minus X

rath
Öntapadó jegyzet
linearity of expectation

rath
Öntapadó jegyzet
if X and Y have the same distribution, then E(g(X))=E(g(Y)). In our case: Y=-X and g(x)=sin(t*x)




