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rath
Öntapadó jegyzet
X_n is the position of the walker at time n

rath
Öntapadó jegyzet
u(2k) is the probability that the walker is at the origin at time 2k, i.e., if the number of upsteps and the number of downsteps on the time interval [0,2k] are equal

rath
Öntapadó jegyzet
this is because:(a) by the symmetry of the increments of the walk, the distribution of the time spent on the positive side is the same as the distribution of the time spent on the negative side,(b) the sum of these two quantities is 2n.

rath
Öntapadó jegyzet
u(0)=1 since X_0=0, the walker starts from the origin

rath
Öntapadó jegyzet
the walker spends zero time on the positive side by time 2n if and only if the maximum M_{2n} of  the walker up to time 2n is zero

rath
Öntapadó jegyzet
the maximum M_{2n }of the walk by time 2n is zero if and only if the hitting time T_1 of level one occurs after time 2n

rath
Öntapadó jegyzet
P(X_{2n}=1)=0 because at even times the location of the walk is an even number
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rath
Öntapadó jegyzet
R_1 is the first time the walker returns to the origin

rath
Öntapadó jegyzet
f(k) is the probability that the first return to the origin occurs at time k

rath
Öntapadó jegyzet
R_1 is an even-valued random variable

rath
Öntapadó jegyzet
this Claim is about a recursive relation satisfied by u and f. We will later use this claim to prove the magic lemma.

rath
Öntapadó jegyzet
if X_{2n}=0 then the first return to the origin certainly happened by time 2n

rath
Öntapadó jegyzet
we subdivide an event as the union of mutually exclusive events.(the star in the union symbol indicates that this is a disjoint union)

rath
Öntapadó jegyzet
taking the probability of the identity that we obtain by putting together E and G

rath
Öntapadó jegyzet
if R_1=2k then X_{2k}=0, so by the Markov property, the conditional probability of { X_{2n}=0 } given { R_1=2k } is P( X_{2(n-k)}=0 )

rath
Öntapadó jegyzet
if X_{2k}=0 then X_{2n}=0 will occur if and only if the number of upsteps and the number of downsteps are equal on the time interval [2k,2n] of length 2(n-k)

rath
Öntapadó jegyzet
since we have already proved the formula stated by the magic lemma if k=0 and if k=n

rath
Öntapadó jegyzet
actually we may even assume R_1 < 2n, since if R_1>=2n then the time pi_{2n} spent on the positive side is either 0 or 2n, which corresponds to k=0 and k=n.

rath
Öntapadó jegyzet
excursion = the part of the trajectory of the walk between two consecutive returns to the origin

rath
Öntapadó jegyzet
since the increments of the walk have symmetric distribution
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rath
Öntapadó jegyzet
end of proof of the arcsine theorem stated at the bottom of page 67, and repeated on top of page 73

rath
Öntapadó jegyzet
the probability that the time spent on the positive side is equal to 2k during the first 2n steps 

rath
Öntapadó jegyzet
2r is the length of the first excursion, i.e., the time of the first return to the origin

rath
Öntapadó jegyzet
(1/2)*f(2r) is the probability that the first excursion is on the positive side and it has length 2r, i.e.:(1/2)*f(2r)=P(R_1=2r, X_1=1)

rath
Öntapadó jegyzet
(1/2)*f(2r) is the probability that the first excursion is on the negative side and it has length 2r, i.e.:(1/2)*f(2r)=P(R_1=2r, X_1=-1)

rath
Öntapadó jegyzet
if the first excursion is on the positive side and it has length 2r, then the time spent on the positive side during the time interval [2r,2n] has to be equal to 2(k-r) if we want pi_{2n}=2k.

rath
Öntapadó jegyzet
if R_1=2r then X_{2r}=0, so by the Markov property, what we see on [2r,2n] is just a random walk of length 2(n-r) starting from the origin

rath
Öntapadó jegyzet
if the first excursion is on the negative side and it has length 2r, then the time spent on the positive side during the time interval [2r,2n] has to be equal to 2k if we want pi_{2n}=2k.

rath
Öntapadó jegyzet
we are summing for r up to k because if X_1=1 then pi_{2n} is at least R_1, so if R_1=2r>2k then pi_{2n}=2k is impossible

rath
Öntapadó jegyzet
we are summing for r up to n-k because if X_1=-1 then pi_{2n} is at most 2n - R_1, so if R_1=2r>2(n-k) then pi_{2n}=2k is impossible

rath
Öntapadó jegyzet
by the induction hypothesis, the statement of the magic lemma holds for trajectories of length n-r

rath
Öntapadó jegyzet
we will take u(2(n-k)) out of this sum

rath
Öntapadó jegyzet
we will take u(2k) out of this sum

rath
Öntapadó jegyzet
we define a new random walk observable and will prove limit theorem about it

rath
Öntapadó jegyzet
lambda_{2n}/2n is a random element of [0,1], since lambda_{2n} is at most 2n

rath
Öntapadó jegyzet
this is the same c.d.f. as in the previous arcsine theorem

rath
Öntapadó jegyzet
moral of the story: the excursions of the r.w. away from the origin can be pretty long, so the starting point of the excursion that contains 2n can be pretty much anywhere on [0,2n]

rath
Öntapadó jegyzet
typo: j is in [0,n], because lambda_n=0 is possible

rath
Kiemelés
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rath
Öntapadó jegyzet
since we have already proved the analogous limit theorem about pi_{2n}

rath
Öntapadó jegyzet
c.f. the statement of the magic lemma on page 73

rath
Öntapadó jegyzet
the probability that the walker does not visit the origin on (0,2n] is the same as the probability that the walker is at the origin at time 2n

rath
Öntapadó jegyzet
there are two (equally probable) ways for the r.w. to avoid the origin: either it stays positive or it stays negative

rath
Öntapadó jegyzet
1/2 is the probability that the first step is in the negative directionP(X_1=-1)=1/2

rath
Öntapadó jegyzet
given that X_1=-1, the remaining part of the r.w. trajectory (which is of length 2n-1) has to remain non-negative compared to its own starting point

rath
Öntapadó jegyzet
if the walk did not visit the positive side for the first 2n-1 steps, then X_{2n-1}<0 (since the value of X_{2n-1} is a random odd number), so X_{2n} is automatically non-negative

rath
Öntapadó jegyzet
this equality was proved on the bottom of page 73

rath
Öntapadó jegyzet
the last visit to the origin by time 2n occured at time 2k

rath
Öntapadó jegyzet
Markov property: given that X_{2k}=0, the remaining part of the trajectory looks like a r.w. of length 2(n-k)

rath
Öntapadó jegyzet
by the lemma above

rath
Öntapadó jegyzet
end of this proof, end of proof of Paul Levy's second arcsine thm, end of the chapter about random walks
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rath
Öntapadó jegyzet
the next few pages are more theoretical. These concepts will be useful when we develop the theory of characteristic functions.

rath
Öntapadó jegyzet
In Hungarian: feszesség

rath
Öntapadó jegyzet
this alternative definition is the one that you have to use if you want to talk about weak convergence of probability distributions on a general (complete, separable) metric space

rath
Öntapadó jegyzet
of course, in our case, the set H is an interval of form [-K,K]

rath
Öntapadó jegyzet
for every epsilon there is an H such that this inequality holds with the same H for each n=1,2,3,...

rath
Öntapadó jegyzet
or, to put it differently, choose \tilde{K} such that F(\tilde{K})-F(-\tilde{K}) is greater than equal to 1-epsilon/2, where F is the c.d.f. of X, moreover...

rath
Öntapadó jegyzet
...moreover both \tilde{K} and -\tilde{K} are points of continuity of F

rath
Öntapadó jegyzet
this can be achieved since F(x) goes to 1 as x goes to infinity, and F(x) goes to zero as x goes to minus infinity

rath
Öntapadó jegyzet
this can be achieved by possibly making \tilde{K} a bit larger, since there are only countably many values of x such that P(X=x)>0, see top of page 40

rath
Öntapadó jegyzet
by the definition of weak convergence, see page 40

rath
Öntapadó jegyzet
the "mass" of an interval with respect to the distribution of X_n is the probability that X_n falls in that interval

rath
Öntapadó jegyzet
this also follows from the def of weak convergence and the fact that the c.d.f. F of X is continuous at -\tilde{K} Prove it!
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rath
Öntapadó jegyzet
by equation E from page 77 and equation A above

rath
Öntapadó jegyzet
since the set of rational numbers is countable, we  can rearrange it into a list: q_1, q_2, q_3, ...
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rath
Öntapadó jegyzet
this is possible by the Bolzano-Weierstrass theorem, since F_n(q_1) is in [0,1]

rath
Öntapadó jegyzet
since it is the poitwise limit of non-decreasing functions

rath
Öntapadó jegyzet
recall: (X_n) is tight.Tightness implies that for every epsilon, there is an x such that F_n(x) >= 1-epsilon and F_n(-x) <= epsilon for n=1,2,3

rath
Öntapadó jegyzet
thus the same inequalities hold for the limiting function F
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rath
Öntapadó jegyzet
It might happen that \tilde{F}(q) is not equal to F(q) for some q.But we do have \tilde{F}(q) >=F(q) 

rath
Öntapadó jegyzet
we will show that \tilde{F} is the c.d.f. of a random variable

rath
Öntapadó jegyzet
since \tilde{F} is non-decreasing

rath
Öntapadó jegyzet
by the definition of \tilde{F} above (see A)

rath
Öntapadó jegyzet
see page 39

rath
Öntapadó jegyzet
as soon as we prove these inequalities, we let epsilon go to zero and obtain that F_{n_k}(x) goes to \tilde{F}(x) as k goes to infinity whenever x is a continuity point of \tilde{F}

rath
Öntapadó jegyzet
where \tilde{q} is a rational number

rath
Öntapadó jegyzet
by the def of \tile{F} above

rath
Öntapadó jegyzet
we chose the subsequence (n_k) so that this holds

rath
Öntapadó jegyzet
since F_n is an increasing function

rath
Öntapadó jegyzet
by the def of \tilde{F} and the fact that F is non-decreasing

rath
Öntapadó jegyzet
the proof of the inequalities under H is completethe proof of weak convergence is completethe proof of Helly's theorem is completelecture is over

rath
Öntapadó jegyzet
note: F is only defined for rational numbers, so now we "extend" it to all real numbers.




