
FORMULAS FOR REGRESSION AND HYPOTHESIS TESTING
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sY
sX

=
xy − x̄ȳ
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t-test:
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χ2-test:

1. Test for goodness of fit: χ2 =
r∑
i=1

(νi−npi)2
npi

to be compared to the 1 − ε quantile value of the χ2
r−1-

distribution

2. Test for homogeneity: χ2 = nm
r∑
i=1

(
νi
n −

µi
m )2

νi+µi
to be compared to the 1 − ε quantile value of the χ2

r−1-

distribution

3. Test for independence: χ2 = n
r∑
i=1

s∑
j=1

(νij−
νi.ν.j
n )2

νi.ν.j
to be compared to the 1 − ε quantile value of the

χ2
(r−1)(s−1)-distribution

Welch-test:
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Xk = {(x,y)
∣∣ |t′(x,y)| ≥ tε/2(f)} in the two-sided case,

Xk = {(x,y)
∣∣ t′(x,y) ≥ tε(f)} in the one-sided case, where f is to be rounded to the nearest integer.
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