FORMULAS FOR REGRESSION AND HYPOTHESIS TESTING
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z-test:

1. 1-sample, two-sided: z = %\/ﬁ, Zep2 = (1 —-¢/2),
confidence interval for p: [:E — zE/Qﬁ, T+ 2.9 %} .

2. 1-sample, one-sided: z = j;” n, ze =071 —¢).

3. 2-sample, two-sided: z = \/%, Zepp = o1 -¢/2).
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4. 2-sample, one-sided: z = %, ze =07 1(1 —¢).
A
t-test:
1. 1-sample, two-seded: t = 5”;” n, t./2 is the 1 —£/2 quantile value of the ¢, _;-distribution.

n

confidence interval for pu: [:E — ts/Q\S/—’%, T+t %] .

2. l-sample, one-sided: t = j;“ n, t. is the 1 — & quantile value of the t,,_1-distribution

_ —Ql . — -y ning . . .
3. 2-sample, two-sided: ¢ \/(n1_1)5}2+(n2_1)s*y2 \/ ying te/2 is the 1 — €/2 quantile value of the

ni+ng—2
tn, +ny—2-distribution
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4. 2-sample, one-sided: ¢t = oD T+ e o / P t. is the 1—¢ quantile value of the t,,, 41,2
ny+ng—2
distribution
x2-test:

T
1. Test for goodness of fit: x? = Y % to be compared to the 1 — ¢ quantile value of the y2_;-

distribution
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2. Test for homogeneity: x? = nm Z (: vy =) {5 be compared to the 1 — & quantile value of the x2_;-

distribution
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3. Test for independence: x? = n Y. Z % to be compared to the 1 — ¢ quantile value of the
= iV

X%Tfl)(sfl)—distribution

Welch-test: .y ) (1oy?
_ X-Y X~ /n 1 _ 1—c
t/(X’ Y) T [gr2 gr2’ c= S% 2/n1+5*12/n2 f nlc—l + ng—1"7
ot
Xk = { y)| [t (x y \ > ts/z( )} in the two-sided case,
| t'(x,y) (f)} in the one-sided case, where f is to be rounded to the nearest integer.



