
Representation Theory / Spring 2010 / Erzsébet Horváth & Alex Küronya

Practice Session # 5

Due date: March 30th

The homework problem with an asterisk is the one you are supposed to submit.

1. Give an isomorphism between the vector space of local derivations of OM,x and TxM . Show that

TxM '
(
mx/m

2
x

)∗
.

2. Consider C∞(M,R), the ring of smooth functions on the manifold M , let X be a smooth vector field on
M . Check that the assignment X(f)m

def= Xm(f) gives a derivation of C∞(M,R).

3. Prove that the spaces of vector fields on M is isomorphic to DerR(C∞(M,R)).

4. Let U ⊆ M be a coordinate neighbourhood, X =
∑n

i=1 ai∂i and Y =
∑n

j=1 bj∂j be vector fields on M .

Verify that the vector field corresponding to the derivation [X,Y ] def= XY − Y X is
n∑

i,j=1

(aj(∂jbi)− bj(∂jai)) ∂i .

Definition. Let G be a Lie group. A vector field X on G is called left-invariant if (TgLh)Xh = Xgh for
every g, h ∈ G.

5. Show that the real vector space of left-invariant vector fields on a Lie group G forms a Lie algebra of
dimension dimG with the bracket operation introduced above. Consequently, deduce that for every X ∈ T1G
there exists a unique left-invariant vector field Y on G for which (Y )1 = X.

Homework

Definition. A matrix A ∈ Matn(R) is said to be unipotent, if A− Id is nilpotent.

6. Let A ∈ Matn(R) be a unipotent matrix. Check that logA is convergent, nilpotent and exp(logA) = A
holds.

7. Show that if N ∈ Matn(R) is nilpotent, then eN is unipotent and log(expN)) = N .

8. For every A ∈ GLn(R) there exists X ∈ Matn(R) such that eX = A.

9. Give an example for a matrix Lie group G and A ∈ Matn(R) for which eA ∈ G, but A 6∈ g (that is, there
exists t ∈ R such that etA 6∈ G).

10. Check that the Pauli matrices

E1 =
1
2

(
i 0
0 −i

)
, E2 =

1
2

(
0 1
−1 0

)
, E3 =

1
2

(
0 i
i 0

)
,

form a basis of su(2). Compute [Ei, Ej ] for all pairs. Prove that there exists a linear isomorphism
φ : su(2) −→ R3 such that φ([A,B]) = φ(A) × φ(B) (where × denotes the usual cross product of vec-
tors).

11. Verify that su(2) ' so(3).

12. * Prove that for all matrices A,B ∈ Matn(R), one has

(adA)m(B) =
m∑

k=0

(
m

k

)
AkB(−A)m−k .

Use the above identity to conclude that eadA(B) = AdeA(B) = eABe−A.



13. Let G be a Lie group, ρi : G → GL(Vi) (i = 1, 2) two representations of G. Recall that the tensor
product of the two representations is given by

ρ1 ⊗ ρ2 : G −→ GL(V1 ⊗ V2)
g 7→ ρ1(g)⊗ ρ2(g) .

Let g be the Lie algebra of G, then the ρi’s induce Lie algebra representations ρ̃i : g→ gl(Vi) via the tangent
functor. Describe the induced action of g on V1 ⊗ V2.

14. Let exp : sl(2,R)→ SL(2,R) denote the exponential map.
(1) If A ∈ sl(2,R) then prove that the eigenvalues of A are either of the form {λ,−λ} or {iλ,−iλ} where

λ ∈ R.
(2) Describe all possible sets of eigenvalues of matrices in SL(2,R).
(3) Compute the image of exp and conclude that it is not dense in SL(2,R).

15. (i) Let A ∈ SO(3). Prove that A has an eigenvalue with absolute value 1.
(ii) Find an orthonormal basis with respect to which A has the form 1 0 0

0 cosφ sinφ
0 − sinφ cosφ


(iii) Prove that exp : so(3)→ SO(3) is surjective.


