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Introduction
We deal with polynomial differential systems in Rn of the form

ẋ = f(x,µ), f : Rn × Rd → Rn, (1)

where x = (x1, . . . , xn) are variables, µ = (µ1, . . . , µd ) are real parameters, and
f = (f1, . . . , fn) are polynomials in R[x].

Many applications: physics, biology, chemistry and engineering.

– Zero-Hopf bifurcation of limit cycles
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Hopf bifurcation
The Hopf Bifurcation Theorem [Guckenheimer and Holmes, 1983]

Let

ẋ = f(x,µ), x ∈ Rn, µ ∈ Rd (2)

be a smooth n-dimensional vector field depending upon d parameters with the
following properties:

1 The system has a smooth curve of equilibria: f(x,µ) = 0.

2 The characteristic equation |λI − Df(x,µ)| = 0, where Df(x,µ) is the
Jacobian matrix of the system at (x,µ), has a pair of imaginary roots

(λ(x,µ), λ̄(x,µ)), and no other roots with zero real parts.

99K (x,µ) Hopf equilibria

3 The real part Re(λ(x,µ)) of λ(x,µ) satisfies

∂Re(λ(x,µ))

∂µi

∣∣∣
µi =µ

6= 0. (3)

Then there is a smooth submanifold P of dimension d + 1 containing (x,µ) that
is a union of periodic orbits and equilibrium points of f.
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Hopf bifurcation
A planar differential system with one parameter:

ẋ = µx − y − x(x2 + y 2), ẏ = x + µy − y(x2 + y 2). (4)

1) :O = (0, 0), 2) :µ = 0 =⇒ λ1,2 = ±i , 3) :∂Re(λ(O, µ))/∂µ
∣∣
µ=0

= 1 6= 0.

(a) Stable focus (µ = 0) (b) Limit cycle (µ > 0)

An isolated periodic solution of system (4) is called a limit cycle.
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Hopf bifurcation

Hopf bifurcation ↪→ [±ib (b 6= 0), Re(λj ) 6= 0]

J. Guckenheimer, M. Myers, B. Sturmfels. Computing Hopf Bifurcation I. SIAM Journal of
Numerical Analysis, 1997

J. Guckenheimer, M. Myers. Computing Hopf Bifurcation II: Three Examples from
Neurophysiology. SIAM Journal on Scientific Computing, 1996

W. Govaerts, J. Guckenheimer, A. Khibnik. Defining Functions for Multiple Hopf
Bifurcations. SIAM Journal of Numerical Analysis, 1997

M. El Kahoui, A. Weber. Deciding Hopf Bifurcations by Quantifier Elimination in a
Software-component Architecture. Journal of Symbolic Computation, 2000

�

Zero-Hopf bifurcation: ↪→ [±ib (b 6= 0), λj = 0, j ∈ {3, . . . , n}]

Complete zero-Hopf bifurcation: ↪→ [±ib (b 6= 0), λ3 = · · ·λn = 0]
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Zero-Hopf bifurcation
We assume that system (1) has a singularity at the origin. In this case, system
(1) of degree at most N can be written in the form

ẋ1 = f1 = −bx2 +
N∑

m≥2

∑
i1+···+in=m

ai1,...,in x i1
1 · · · x

in
n ,

ẋ2 = f2 = bx1 +
N∑

m≥2

∑
i1+···+in=m

bi1,...,in x i1
1 · · · x

in
n ,

ẋs = fs =
N∑

m≥2

∑
i1+···+in=m

ci1,...,in,sx i1
1 · · · x

in
n ,

(5)

where s = 3, . . . , n, b 6= 0, ai1,i2,...,in , bi1,i2,...,in and ci1,i2,...,in,s are real parameters.

Goal: How many limit cycles can bifurcate from the origin, as a zero-Hopf
equilibrium of system (5), when the system is perturbed inside the class of
differential systems of the same form?

The main technique: The averaging method ↪→ needs a small parameter ε

– Other methods: Center manifold theory & Normal form theory
[Guckenheimer & Holmes 1993], [Kuznetsov 2004], [Han & Yu 2012]
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Our problem

We consider the following perturbations of system (5)

ẋ1 = f1 + p1(x1, . . . , xn, ε),

ẋ2 = f2 + p2(x1, . . . , xn, ε),

ẋs = fs + ps(x1, . . . , xn, ε), s = 3, . . . , n,

(6)

where

ps =
k∑

j=1

εj
N∑

m∗≥1

∑
i1+···+in=m∗

ps,j,i1,...,in x i1
1 · · · x

in
n ,

the constants ps,j,i1,...,in are real, and ε is a small parameter.

Problem 1. We are interested in the maximum number of limit cycles of system
(6) for |ε| sufficiently small, which bifurcate from the origin in a zero-Hopf
bifurcation.

Techniques. The method of averaging & Symbolic computation
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The method of averaging

History of averaging

[Fatou 1928], [Bogoliubov & Krylov 1930’s], [Bogoliubov 1945], [Hale 1963,1980], . . .

A survey: [Sanders & Verhulst 1985], [Sanders, Verhulst & Murdock 2007], [Llibre, Moeckel & Simó 2015]

J. Llibre, D. Novaes, M. Teixeira. Higher order averaging theory for finding periodic

solutions via Brouwer degree, Nonlinearity, 2014

Usually, the averaging method deals with differential systems in the following
standard form

dx

dt
=

k∑
i=0

εi Fi (t, x) + εk+1R(t, x, ε), (7)

where Fi : R× D → Rn for i = 0, 1, . . . , k , and R : R× D × (−ε0, ε0)→ Rn are
continuous functions, and T -periodic in the variable t, D being an open subset of
Rn.
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The method of averaging

The process of using the averaging method [Huang & Yap, J. Symbolic Comput., 2021]

STEP 1. Write the perturbed system (6) in the standard form of averaging (7)
up to k-th order in ε.

Ideas:

(x1, x2, . . . , xn) = (εX1, εX2, . . . , εXn) ⇐= rescale the variables =⇒ dXi/dt

X1 = R cos θ, X2 = R sin θ, Xs = Xs (s = 3, . . . , n) ⇐= change of variables

dR

dθ
=

dR/dt

dθ/dt
= εF1,1(θ,η) + · · ·+ εk Fk,1(θ,η) +O(εk+1) ⇐= Taylor expansion

dXs

dθ
=

dXs/dt

dθ/dt
= εF1,s (θ,η) + · · ·+ εk Fk,s (θ,η) +O(εk+1) ⇐= Taylor expansion

where η = (R,X3, . . . ,Xn).
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The method of averaging

Let L be a positive integer, let x = (x1, . . . , xn) ∈ D, t ∈ R and
yj = (yj1, . . . , yjn) ∈ Rn for j = 1, . . . , L. The definition of the L-multilinear map
is

∂LF(t, x)
L⊙

j=1

yj =
n∑

i1,...,iL=1

∂LF(t, x)

∂xi1 · · · ∂xiL

y1i1 · · · yLiL . (8)

The simple zeros of the ith (i = 1, 2, . . . , k) order averaged function

f i (z) =
yi (T , z)

i !
, (9)

controls the limit cycles of the differential system (7).
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The method of averaging
Here yi : R×D → Rn, for i = 1, 2, . . . , k , are defined recurrently by the following
integral equations

y1(t, z) =

∫ t

0

F1(θ, z)dθ,

yi (t, z) = i !

∫ t

0

(
Fi (θ, z) +

i−1∑
`=1

∑
S`

1

b1!b2!2!b2 · · · b`!`!b`

× ∂LFi−`(θ, z)
⊙̀
j=1

yj (θ, z)bj

)
dθ,

(10)

where S` is the set of all `-tuples of nonnegative integers [b1, b2, . . . , b`] satisfying
b1 + 2b2 + · · ·+ `b` = ` and L = b1 + b2 + · · ·+ b`.
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The method of averaging
STEP 2. Derive the symbolic expression of f i (z) by (9).

Key substep: Compute the exact formula for yi (t, z). Symbolic program

Idea: Using the following Bell polynomial [Novaes 2017]

Bp,q(x1, . . . , xp−q+1) =
∑
S̃p,q

p!

b1!b2! · · · bp−q+1!

p−q+1∏
j=1

(
xj

j!

)bj

, (11)

where S̃`,m is the set of all (p − q + 1)-tuples of nonnegative integers
[b1, b2, . . . , bp−q+1] satisfying b1 + 2b2 + · · ·+ (p − q + 1)bp−q+1 = p, and
b1 + b2 + · · ·+ bp−q+1 = q.

Then equation (10) becomes

y1(t, z) =

∫ t

0

F1(θ, z)dθ,

yi (t, z) = i !

∫ t

0

(
Fi (θ, z) +

i−1∑
`=1

∑̀
m=1

1

`!
∂mFi−`(θ, z)B`,m

(
y1(θ, z), . . . , y`−m+1(θ, z)

))
dθ.

(12)
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Averaging theorem

Theorem 1 (Llibre–Novaes–Teixeira 2014)

Assume that the following conditions hold:

1 for each i = 1, 2, . . . , k and t ∈ R, the function Fi (t, x) is of class Ck−i ,
∂k−i Fi is locally Lipschitz in x, and R is a continuous function locally
Lipschitz in x;

2 for some j ∈ {1, 2, . . . , k}, f i = 0 for i = 1, 2, . . . , j − 1 and f j 6= 0;

3 for some z∗ ∈ D with f j (z∗) = 0 we have det(Jf j (z∗)) 6= 0.

Then, for any |ε| > 0 sufficiently small, there exists a T -periodic solution x(t, ε)
of (7) such that x(0, ε)→ z∗ when ε→ 0.

STEP 3. Determine the exact upper bound for the number Hk (n,N) of real
isolated solutions of fk (z).
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Some remarks

# of limit cycles 99K # of real isolated solutions of fk (z)

Remark 1
Some advanced techniques from symbolic computation, such as Gröbner basis
[Buchberger 1985], triangular decomposition [Wu 2000], [Wang 2001], quantifier elimination
[Collins 1975], [Collins & Hong 1991], and real solution classification [Yang & Xia 2005] may be
used to perform the task.

Problem 2: Given a perturbed differential system (6), how can we determine the
symbolic expression of f i for i = 1, . . . , k? We provide an algorithmic approach to
the solution (based on algorithms for STEPS 1,2).

Maple code: https://github.com/Bo-Math/zero-Hopf

Note: Updating the standard form of averaging by using

f1 ≡ f2 ≡ · · · ≡ fk−1 ≡ 0 =⇒ improve efficiency of the algorithm.
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Main results

Theorem 2 (H1(n,N) = 2n−3)

For k = 1 and |ε| > 0 sufficiently small, there are systems of the form (6) having
exactly ` ∈ {0, 1, . . . , 2n−3} limit cycles bifurcating from the origin at ε = 0.

=⇒ polynomial equations

a1,1,0,0n−2
+ b1,0,1,0n−2

+
n∑

j=3

(a1,0,ej
+ b0,1,ej

)Xj = 0, Bézout bound = 2n−3

(c2,0,0n−2,s + c0,2,0n−2,s )R2 + 2
∑

3≤j1≤j2≤n

c0,0,ej1 j2
,s Xj1 Xj2 + 2

n∑
j=3

c1,0,0,ej ,s Xj = 0, s = 3, . . . , n.

Denote the Jacobian of the function fk (η) by Jfk
(η). That is,

Jfk
(η) =



∂fk,1

∂R

∂fk,1

∂X3
· · · ∂fk,1

∂Xn
∂fk,3

∂R

∂fk,3

∂X3
· · · ∂fk,3

∂Xn

...
...

. . .
...

∂fk,n

∂R

∂fk,n

∂X3
· · · ∂fk,n

∂Xn

 .
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Main results

Let Dk (η) be the determinate of the Jacobian Jfk
(η).

Theorem 3

For |ε| > 0 sufficiently small, system (6) up to the kth-order averaging has exactly ` limit cycles
bifurcating from the origin if the following semi-algebraic system{

f̄k,1(η,µ) = f̄k,3(η,µ) = · · · = f̄k,n(η,µ) = 0,
R > 0, D̄k (η,µ) 6= 0, b 6= 0

(13)

has exactly ` distinct real solutions with respective to the variables η. Here f̄k,j (η,µ)
(j = 1, 3, . . . , n), and D̄k (η,µ) are respectively the numerator of the functions fk,j (η) and
Dk (η), with µ = (µ1, . . . , µp) are parameters appearing in the averaged functions.

Software packages: QEPCAD + DV + DISCOVERER + RegularChains

L99 CAD [Collins & Hong 1991] discriminant varieties [Lazard & Rouillier 2007]

real solution classification [Yang & Xia 2005]

STEP 3 L99 BKK Bound + Theorem 3
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Main results

Mixed volumes and Bernstein’s theorem

David A. Cox, John B. Little, Don O’Shea. Using Algebraic Geometry, Second Edition,
Graduate Texts in Mathematics, Volume 185 Springer, 2005

Chap. 7 Polytopes, Resultants, and Equations

Table: Some values of the BKK bounds of H2(n,N).

n

3 4 5 6 7 · · ·

N

2 3 9 27 81 243
3 3 9 27 81 243
4 3 9 27 81 243
5 3 9 27 81 243
6 3 9 27 81 243
7 3 9 27 81 243
...

. . .

Emiris and Canny’s algorithm: https://github.com/iemiris/MixedVolume-SparseResultants

Conjecture: BKK bound = H2(n,N) = 3n−2
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Experiments

Table: Computational times (in seconds) of the function OrderKFormula(k, n).

k

1 2 3 4 5

n

2 0. 0.024 0.034 0.055 0.107
3 0. 0.027 0.052 0.137 0.685
4 0. 0.031 0.076 0.399 4.071
5 0. 0.033 0.125 1.033 21.699
6 0. 0.039 0.203 2.563 103.486
7 0.002 0.046 0.322 5.527 440.564
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Experiments

3D jerk system

ẋ = y , ẏ = z ,

ż = −az − bx + cy + xy 2 − x3, a, b, c ∈ R.
(14)

The origin is a zero-Hopf equilibrium when a = b = 0 and c < 0.
We consider the vector (a, b, c) given by the second order averaging

a = εa1 + ε2a2, b = εb1 + ε2b2,

c = −β2 + εc1 + ε2c2, β 6= 0,

where the constants ai , bi and ci are all real parameters. Then the jerk system
becomes

ẋ = y , ẏ = z ,

ż = −(εa1 + ε2a2)z − (εb1 + ε2b2)x

+ (−β2 + εc1 + ε2c2)y + xy 2 − x3.

(15)
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Experiments

Theorem 4

The following statements hold for |ε| > 0 sufficiently small.

(i) The first-order averaging does not provide any information about limit cycles
that bifurcate from the origin.

(ii) System (15) has, up to the second-order averaging, at most 3 limit cycles
bifurcating from the origin, and this number can be reached if one of the
following 2 conditions holds:

C0 = [R1 < 0, R2 < 0, 0 < R3, 0 < R4] ∧ C̄,
C1 = [0 < R1, 0 < R2, 0 < R3, R4 < 0] ∧ C̄,

(16)

where

R1 = β2 − 3, R2 = β2a2 + 2b2, R3 = 2β2a2 − b2,

R4 = β2a2 − b2, C̄ = [β 6= 0,R1 6= 0,R2 6= 0,R3 6= 0,R4 6= 0].

Note: the second-order averaged functions cannot be identically zero!
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Experiments

A class of generalized Lorenz systems

Consider the following integrable deformation of Lorenz system:

ẋ = a(y − x) + dy(z − c),

ẏ = cx − xz − y ,

ż = −bz + xy + sx ,

(17)

where a, b, c , d , s are real parameters.

The origin is a zero-Hopf equilibrium when a = −1, b = 0 and c2d + c − 1 > 0.
Now consider the vector (a, b, c , d , s) given by the third order averaging

a = −1 + εa1 + ε2a2 + ε3a3, b = εb1 + ε2b2 + ε3b3,

c = c0 + εc1 + ε2c2 + ε3c3, s = s0 + εs1 + ε2s2 + ε3s3,

d =
β2 − c0 + 1

c2
0

+ εd1 + ε2d2 + ε3d3, β > 0,

where the constants ai , bi , ci , di and si are all real parameters with c0 6= 0.
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Experiments

Theorem 5

The following statements hold for |ε| > 0 sufficiently small.

(i) The first-order averaging does not provide any information about limit cycles
that bifurcate from the origin.

(ii) System (17) has, up to the second-order averaging, at most 1 limit cycle
bifurcating from the origin, and this number can be reached if one of the
following 2 conditions holds:

C2 = [a2 < 0, 2β2 + 2− c0 < 0] ∧ [β > 0],

C3 = [0 < a2, 0 < 2β2 + 2− c0] ∧ [β > 0, c0 6= 0].
(18)

(iii) System (17) has, up to the third-order averaging, at most 3 limit cycles
bifurcating from the origin, and this number can be reached if we take the
condition C∗ = [c1 = d1 = 1, d2 = s2 = 2] and the sample points of

(b3, a3, δ) listed below, where δ =
√
β2 + 1.

The semi-algebraic system (13) contains many parameters 99K time consuming
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Selected sample points of (b3, a3, δ)
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Experiments
Y. Tian, B. Huang. Local stability and Hopf bifurcations analysis of the

Muthuswamy–Chua–Ginoux system, Nonlinear Dynamics, 109, 1135-1151, 2022

Muthuswamy–Chua–Ginoux (MCG) circuit:

ẋ = k1y ,

ẏ = k2 (x + f (y) + R (z) y) ,

ż = R (z) y 2 − εz ,
(19)

where k1 = 1/α, k2 = −1/η, f (y) = ay + by 3 and R (z) = cz2 + dz + s. We
consider the vector (a, b, c , d , s, k1, k2, ε) given by

a← a +
3∑

i=1

εi ai , b ← b +
3∑

i=1

εi bi , c ← c +
3∑

i=1

εi ci ,

d ← d +
3∑

i=1

εi di , s ← −a, k1 ← k1 +
3∑

i=1

εi`i ,

k2 ← −
ω2

k1
+

3∑
i=1

εi mi , ε←
3∑

i=1

εiεi .
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Future works

Generalizations to high-dimensional discontinuous differential systems

Complexity analysis

Algorithmic approach to write the linear part of a given system at the origin
in its real Jordan normal form or avoid such a step!

=⇒ Suggestion welcome!

Provide lower and upper bounds for the number Hk (n,N) (k ≥ 2)

Application to reaction networks
. . .

B. Huang. Using symbolic computation to analyze zero-Hopf bifurcations of polynomial
differential systems, Proceedings of ISSAC 2023, pp. 307–314, 2023

B. Huang, D. Wang. Zero-Hopf bifurcation of limit cycles in certain differential systems,
arXiv: 2205.14450

Thanks for your attention!
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