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Weighted by the population (1999-2011) 

Countries #Citizents #Papers #Papers/million people 

Israel 7521400 82 10,9 

Hong Kong 7026400 53 7,5 

Switzerland 7782900 56 7,2 

Cyprus 801851 3 3,7 

Singapore 4987600 16 3,2 

Iceland 317630 1 3,1 

Hungary 10013628 21 2,1 

Taiwan 23119772 41 1,8 

Finland 5356800 9 1,7 

United States 308964000 496 1,6 

France 65447374 88 1,3 

Greece 11306183 15 1,3 

United Kingdom 62041708 77 1,2 

Italy 60276969 72 1,2 

Sweden 9345135 11 1,2 

Canada 34050000 39 1,1 

Norway 4873200 5 1,0 

0.0 5.0 10.0 15.0



Applied computer science 

Instant Business value 

Scientific value 

Computer  

 Science 

Engineering 



 Network design 

 Backbone – optical, Metro – IP, OpenFlow  

 Reliability 

 „Your computer can go wrong, but the internet never.” 

 Routing and addressing 

 Software Defined Networking 

 Packet processing 

 Router design, Firewall rules 

Main Research Topics 



 G. Rétvári, J. Tapolcai, A. Kőrösi, A. Majdán 

Heszberger, "Compressing IP Forwarding Tables: 

Towards Entropy Bounds and Beyond", In ACM 

SigCOMM, 2013. 

 Accepted to IEEE/ACM Transactions on Networking 

 

 A. Kőrösi, J. Tapolcai, B. Mihálka, G. Mészáros, G. 

Rétvári, "Compressing IP Forwarding Tables: Realizing 

Information-theoretical Space Bounds and Fast Lookups 

Simultaneously", In Proc. IEEE ICNP, 2014. 

Packet processing 



 Holds info on the whereabouts of every single IP 

host 

 That ought to be a huge amount of information 

A Core Internet Router 

Cisco CRS-3 line card 

 up to 8 Gbyte memory 

 533 MHz DDR2 

 >300 Watt 

http://www.cisco.com/en/US/docs/routers/ 



 Packets are marked by 32 bit IP addresses 

weber.tmit.bme.hu=152.66.130.2   

  =10011000010000101111010001101111 

 Hierarchy of subnetworks by increasing prefix 

length 

Internet Routing 



 The key data structure in Internet routing: tells a 

router where to forward a packet 

 FIB: a database of prefix-to-next-hop associations 

 lookup a 32 bit long key: longest prefix match 

 update the association for some prefix 

IP Forwarding Information Base 

1 

2 
3 



 Stores more than 440K IP-prefix-to-nexthop 
mappings as of January, 2013 

 consulted on a packet-by-packet basis at line speed 

 queries are complex: longest prefix match 

 updated couple of hundred times per second 

 takes several MBytes of fast line card memory and 
counting 

 May or may not become an Internet scalability 
barrier 

 http://lendulet.tmit.bme.hu/fib_comp/ 

IP Forwarding Information Base 



Measurements 

rtr.bme.hbone.hu 



 Prefix tree: search tree over the address space 

 Essentially a labeled ordinal binary tree (binary 

trie) 

 Lookup/ update are O(W) for W bit address size 

FIB Representations 



 Compression not necessarily sacrifices fast access! 

 Store information in entropy-bounded space and 

provide fast in-place access to it 

 take advantage of regularity, if any, to compress data 

drifts closer to the CPU in the cache hierarchy operations 

are even faster than on the original uncompressed form 

 No space-time trade-off! 

 Goal: advocate compressed data structures to the 

networking community 

 IP forwarding table compression as a use case 

Compressed data structures 
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Example – Leaf Pushed 



 remove redundancy from the binary trie without 

changing forwarding behavior 

 Label-optimized trie 

 Leaf-pushed trie: proper leaf-labeled trie 

 unique (normalized) form 

 Level-compressed trie: remove excess levels 

FIB Aggregation 

Min label Min pointer 



 Minimum label 

 Dynamic programming, INFOCOM'99 

Optimal Routing Table Constructor (ORTC) 



ORTC - Example 

 Assign the set of labels for each branch 



ORTC - Example 

 Merge children 



ORTC - Example 

 Merge children 



 Merging finished 

ORTC - Example 



 From root of the tree 

 Skip if child next hop is the same as its parent 

ORTC - Example 
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 From root of the tree 

 Skip if child next hop is the same as its parent 

ORTC - Example 



 From root of the tree 

 Skip if child next hop is the same as its parent 

ORTC - Example 



ORTC -Example 

 Optimal solution 



 Practical FIB compression, a good old pointer machine 

 Fold the trie into a prefix DAG (DAFSA, DAWG, BDD) 

 

 

 

 

 

 For good compression, we need the tree to be in a 
prefix-free form 

 But prefix-free forms are expensive to update 

 Balance by a parameter λ, called the leaf-push barrier 

 Deployable with minimal modification to router ASICs 

 ORTC (Min Label) for DAG is NP hard 

 

Dynamic FIBs: Trie-folding 



 View the problem as string compression: encode a string 
S into a prefix DAG D(S) 

 

 

 

 

 

 

Theorem 1: D(S) needs 4n log2 δ bits at most 

Theorem 2: D(S) can be squeezed into ∼ 6nH0 bits in 
expectation 

Theorem 3: update goes in O((1 + 1/H0) log n) steps 

Prefix DAG Size (Pointers) 

# next hops 

Shannon 

Entropy 



 For Shannon Entropy - We need a random model 

 String compression 

 Next hops are generated with a random process 

 ps is the probability of a next hop 

Entropy bound 

Coupon 

Collector’s 

Problem 

O(nlog(n)) 



 Set of coupon C, we draw m coupons 

 At each draw coupon o has a probability po 

Coupon collector’s problem with 

arbitrary coupon probabilities 



Coupon collector Lemma 

n number of coupons 



Case 1 



Case 2 



Case 2 Cont’ 



Number of nodes in the DAG 

 Coupon collector problem 

h height 
 

j=0 

d number of next hops 



Shape of DAG 



Evaluation 

 Several million lookups per sec both in HW and SW 

 faster than the uncompressed form 

 pDAG tolerates more than 100, 000 updates per sec 

 

Entropy bound (E) is way smaller 

than information theoretic limit (I)  

100–400 

KBytes 



Level Compressed prefix DAG 

 Min Size DAG NP hard 

 Lower bound by a Linear Program relaxation 



Evaluation 



Summary 

 Applied mathematics 

 Combinatorial optimization, graph theory, algebra 

 

 Compressed data structures 

 Packet Processing 
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