
ar
X

iv
:1

21
1.

34
04

v1
  [

m
at

h.
O

A
] 

 1
4 

N
ov

 2
01

2

Lectures on C∗-algebras

Vahid Shirbisheh
c© Draft date November 15, 2012

http://arxiv.org/abs/1211.3404v1


Contents

Contents i

1 Introduction 1

2 Banach algebras and spectral theory 3

2.1 Basics of Banach algebras . . . . . . . . . . . . . . . . . . . . . . . . 5

2.2 L1(G) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.3 The spectrum of elements of a Banach algebra . . . . . . . . . . . . . 31

2.4 The spectral theory of compact operators . . . . . . . . . . . . . . . . 34

2.5 The holomorphic functional calculus . . . . . . . . . . . . . . . . . . 46

2.6 Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3 The Gelfand duality 55

3.1 The Gelfand transform . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.2 The continuous functional calculus . . . . . . . . . . . . . . . . . . . 70

3.3 The Gelfand duality . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

3.4 Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4 Basics of the theory of C∗-algebras 87

4.1 Positivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.2 Approximate units . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

4.3 Ideals and homomorphisms . . . . . . . . . . . . . . . . . . . . . . . . 102

4.4 Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

i



ii CONTENTS

5 Bounded operators on Hilbert spaces 117

5.1 Hilbert spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

5.2 Bounded operators on Hilbert spaces . . . . . . . . . . . . . . . . . . 133

5.3 Concrete examples of C∗-algebras . . . . . . . . . . . . . . . . . . . . 142

5.4 Locally convex topologies on B(H) . . . . . . . . . . . . . . . . . . . 147

5.5 The Borel functional calculus . . . . . . . . . . . . . . . . . . . . . . 155

5.6 Projections and the polar decomposition . . . . . . . . . . . . . . . . 159

5.7 Compact operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

5.8 Elements of von Neumann algebras . . . . . . . . . . . . . . . . . . . 170

5.9 Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

Bibliography 174



Chapter 1

Introduction

These notes are mainly based on a course given by the author in Fall 2008. The title
of the course was “topics in functional analysis”, but with a very flexible syllabus
mainly about operator algebras. Therefore at the time, we decided to focus only
on one topic which was “C∗-algebras”. We mainly followed Bruce Blackadar’s book
[6] in the course. Meanwhile, we had to refer to other books on C∗-algebras and
operator algebras for more details. Therefore we also added many topics, results,
examples, details and exercises from other sources. These additional sources are
mentioned in these lectures from time to time, but to do them justice we have
to name a few of the most important of them; [27, 29, 32, 33, 34, 41, 43]. This
mixture of sources for the course made us to design the order and depth of the
topics differently than other books. Besides, since students attending the course
had different background, we had to give full proofs for every statement and explain
many details from measure theory and functional analysis as well as the theory of
C∗-algebras itself. So, the result was a very self contained series of lectures on C∗-
algebra. Hoping that this level of details would help beginners, we decided to prepare
these notes in an organized and standard form. During rewriting these notes, we
frequently were tempted to add more materials to the original lectures. Although
most of the time, we managed to control this temptation, we have added some new
topics in order to make the whole notes more consistent and useful. For instance,
Sections 2.2, 2.4, 3.3, 5.7, and 5.8 were not part of the original course. On the other
hand, we presented GNS construction fully in the course, but it is not given in these
notes. Hopefully, a chapter on states, representations and GNS construction will be
added to the present notes in the near future.

The order and list of the topics covered in these notes are as follows: Chapter
2 begins with elements of Banach algebras and some examples. We also devote a
section to detailed study of Banach algebras of the form L1(G), where G is a locally
compact group. Afterwards, we discus spectrum of elements of Banach algebras. In
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2 CHAPTER 1. INTRODUCTION

Section 2.4, we study basics of the spectral theory of compact operators on Banach
spaces. The first chapter is concluded with a section on the holomorphic functional
calculus in Banach algebras. Chapter 3 is mainly about the Gelfand transform
and its consequences. So, the Gelfand transform on commutative Banach algebras
and C∗-algebras is discussed in Section 3.1, the continuous functional calculus is
presented in Section 3.2, and finally the Gelfand duality between commutative C∗-
algebras and locally compact and Hausdorff topological spaces is studied in Section
3.3. We begin our study of abstract C∗-algebras in Chapter 4. Positivity in C∗-
algebras, approximate units, ideals of C∗-algebras, hereditary C∗-subalgebras and
multiplier algebras are the main topics covered in this chapter. Finally, these notes
end in Chapter 5, where we present various topics concerning the C∗-algebra B(H)
of bounded operators on a Hilbert space H . We begin this chapter with presenting
necessary notions and materials about Hilbert spaces. Elementary topics about
bounded operators on Hilbert spaces are discussed in Section 5.2. We discuss three
important examples of concrete C∗-algebras in Section 5.3 including the reduced
group C∗-algebra of a locally compact group G. Three locally convex topologies on
the C∗-algebra B(H), specifically the strong, weak and strong-∗ operator topologies
are discussed in Section 5.4. The Borel functional calculus in B(H) is presented
in Section 5.5. Projections in B(H) and the polar decomposition of elements of
B(H) are studied in Section 5.6. In Section 5.7, C∗-algebras of compact operators
are studied briefly. Finally, the von Neumann bicommutant theorem is presented in
Section 5.8.

Although we have tried to present every topic as easy and self contained as
possible, we have left many little details to readers in the form of exercises amongst
the main part of the text. We also added some exercises at the end of each chapter.
In order to distinguish between these two groups of the exercises, we named the
latter group “problems”. We only used a limited number of references to prepare
these notes, but we give a long list of books related to the subject. We hope this list
helps student and beginners to find complementary topics related to C∗-algebras.

We welcome any suggestions and comments related to these notes, especially
regarding possible mistakes, typos or suggesting new examples, exercises and/or top-
ics. Please, send your comments to shirbisheh@gmail.com or shirbisheh@yahoo.com.



Chapter 2

Banach algebras and spectral

theory

C∗-algebras are a special type of Banach algebras. Therefore many fundamental
facts about Banach algebras are usually applicable in the theory of C∗-algebras too.
Besides, some C∗-algebras are obtained from some Banach algebras, for instance,
the reduced group C∗-algebra, see Example 5.3.4. Therefore we devote this chapter
to the study of several topics in Banach algebras which are relevant to the theory
of C∗-algebras.

In Section 2.1, we gather basic definitions and facts concerning Banach alge-
bras and give some examples of Banach algebras and C∗-algebras. A detailed study
of the Banach algebra L1(G) associated to a locally compact group G is given in
Section 2.2. Although the materials presented in this section are not necessary for
the basic theory of C∗-algebras, we include this section for several reasons: First,
L1(G) appears naturally in applications of the theory of C∗-algebras in harmonic
analysis. Secondly, L1(G) motivates some constructions in C∗-algebras. And finally,
it provides us with many examples of Banach algebras which are neither commuta-
tive nor the algebras of bounded operators on some Banach spaces. The spectrum
of an element of a Banach algebra is introduced and studied in Section 2.3. The
algebra of compact operators on a Banach space is another general example of Ba-
nach algebras. The spectral theory of compact operators is much richer than the
spectral theory of general elements of Banach algebras and it is used in the study
of C∗-algebras of compact operators on Hilbert spaces. Therefore we devote Section
2.4 to a detailed study of this topic. Finally, in Section 2.5, we discuss the holomor-
phic functional calculus in Banach algebras. It is a useful theory which enables us to
construct new elements in a Banach algebra by applying certain holomorphic func-
tions defined over the spectrum of an element of Banach algebra. We include this
section , because we also discuss the continuous functional calculus in C∗-algebras
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4 CHAPTER 2. BANACH ALGEBRAS AND SPECTRAL THEORY

in Section 3.2 and the Borel functional calculus in the C∗-algebra B(H) of bounded
operators on a Hilbert space H in Section 5.5. Thus all the three major functional
calculi related to C∗-algebras are covered.

Before starting our study of Banach algebras, we recall some well known the-
orems from functional analysis. Their proofs can be found in standard texts on
functional analysis such as [19, 34, 41].

Theorem 2.0.1. [Uniform boundedness theorem] Let E and F be two Banach
spaces. Given a subset Σ⊆B(E, F ), if the set {‖Tx‖;T ∈ Σ} is bounded for ev-
ery x ∈ X, then Σ is bounded, that is the set {‖T‖;T ∈ Σ} is bounded.

Theorem 2.0.2. [Open mapping theorem] Every onto bounded linear map T : E→F
between two Banach spaces is open.

Theorem 2.0.3. [Closed graph theorem] A linear map T : E→F between two Ba-
nach spaces is bounded if and only if its graph is a closed subset of E × F .

Theorem 2.0.4. [The Banach-Alaoglu theorem] Assume O is a neighborhood of 0
in a topological vector space V . The subset {ρ ∈ V ∗; |ρ(x)| ≤ 1 for all x ∈ O}⊆V ∗
is weak-∗ compact. In particular the closed unit ball of V ∗ is weak-∗ compact.

For the proof of the following two theorems see Theorem 3.6 and 3.7 of [41].

Theorem 2.0.5. [The Hahn-Banach theorem] Assume X is a locally convex topo-
logical vector space and M is a subspace of X. Every bounded linear functional of
M can be extended to a bounded linear functional on X.

A subset Y of a complex vector space X is called balanced if αY⊆Y for every
α ∈ C such that |α| ≤ 1.

Theorem 2.0.6. Assume B is a convex, closed and balanced set in a locally convex
space X and x0 ∈ X − B. Then there exists ρ ∈ X∗ such that |ρ(x)| ≤ 1 for all
x ∈ B and ρ(x0) > 1.

For the proof of the following proposition see Corollary 1.2.12 of [27].

Proposition 2.0.7. Assume Y is a closed convex subset of a locally convex topolog-
ical vector space X. For every x ∈ X−Y , there exists a continuous linear functional
ρ ∈ X∗ and a real number b such that Reρ(x) > b and Reρ(y) ≤ b for all y ∈ Y .
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2.1 Basics of Banach algebras

In this section, we recall basic definitions of topological algebras, normed algebras,
Banach algebras, involutive algebras, and C∗-algebras. We also give many elemen-
tary examples for these algebras. Afterwards, we explain some methods for adding a
unit element to a Banach algebra or a C∗-algebra. We also present some basic facts
about invertible elements in Banach algebras. Finally, we take a closer look at the
Banach algebra B(E) of bounded operators on a Banach space E and introduce two
important two sided ideal of this algebra; the algebra K(E) of compact operators
on E and the algebra F (H) of finite rank operators on E. It is also shown that
K(E) is a Banach algebra itself.

Definition 2.1.1. (i) A topological vector space is a vector space endowed
with a topology such that both the scalar multiplication and the addition are
continuous maps.

(ii) A topological algebra is a topological vector space A with a jointly con-

tinuous multiplication, that is the multiplication A×A→A is a continuous
map.

(iii) A normed algebra is a normed space (A, ‖ − ‖) with a sub-multiplicative

multiplication, that is

‖ab‖ ≤ ‖a‖‖b‖, ∀a, b ∈ A.

(v) A normed algebra (A, ‖ − ‖) is called a Banach algebra if A is complete with
respect to its norm.

The key point in topological algebras is that the multiplication is always as-
sumed to be jointly continuous. Let A be a ring or an algebra. We denote the
algebra of n× n matrices with entries in A by Mn(A).

Example 2.1.2. (i) Endow Mn(C) with the Euclidean topology of Cn
2

. Then
the matrix multiplication is jointly continuous. Therefore Mn(C) with this
topology is a topological vector space.

(ii) Let E be a normed space. The norm operator on the algebra B(E) of

bounded linear operators on E is defined as follows

‖T‖ := sup{‖Tx‖; x ∈ E, ‖x‖ = 1}
= sup{‖Tx‖; x ∈ E, ‖x‖ ≤ 1}

= sup{‖Tx‖‖x‖ ; x ∈ E, x 6= 0}

= inf{k; ‖Tx‖ ≤ k‖x‖, ∀x ∈ E}.
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It is easy to see that ‖TS‖ ≤ ‖T‖‖S‖ for all T, S ∈ B(E), namely B(E) with
the operator norm is a normed algebra. When E is a Banach space, B(E) is a
Banach algebra. If A is a normed (resp. Banach) algebra, An := A⊕ · · · ⊕ A
(n copies of A) with the norm defined by

‖(x1, · · · , xn)‖ := max{‖xi‖; i = 1, · · · , n}, ∀(x1, · · · , xn) ∈ An

is a normed (resp. Banach) algebra. Therefore Mn(A) with the operator norm
is a normed (resp. Banach) algebra if A is a normed (resp. Banach) algebra.

(iii) Let X be a topological space. The algebra Bd(X) of bounded complex

functions over X equipped with the norm;

‖f‖sup := sup{|f(x)|; x ∈ X}

is a Banach algebra. Some of the subalgebras of Bd(X) are

(a) the algebra Cb(X) of continuous and bounded functions,

(b) the algebra Cc(X) of continuous and compact support functions,
and

(c) the algebra C0(X) of continuous functions vanishing at infinity.
A continuous function f is called vanishing at infinity if f−1([ǫ,∞[) is
compact for all ǫ > 0.

One checks that Cb(X) and C0(X) are Banach algebras. However, Cc(X) is
not complete, and so it cannot be a Banach algebra, unless X is compact.
When X is compact, the above subalgebras of Bd(X) are the same as the
algebra C(X) of complex continuous functions on X .

(iv) Let (X, µ) be a measure space. For every measurable complex function f on
X , define

‖f‖∞ := inf{a ≥ 0;µ({x ∈ X ; |f(x)| > a}) = 0}.
It is called the essential supremum of |f |. One checks that ‖ − ‖∞ is a
semi-norm on the space

L∞(X, µ) = L∞(X) := {f : X→C; f is measurable and ‖f‖∞ <∞}.

To obtain a norm, we consider the quotient of L∞(X) module the subspace of
all null functions with respect to µ and denote this quotient again by L∞(X).
Then ‖ − ‖∞ is a norm on L∞(X) and L∞(X) equipped with this norm and
multiplication of functions is a Banach algebra, see also Theorem 6.8 of [19].
The elements of L∞(X) are called essentially bounded complex function

on X.
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When µ is the counting measure, we denote L∞(X) by ℓ∞(X) and the essential
supremum is just the supremum of |f |.
When X is a topological space and (X, µ) is a Borel measure space, namely
the domain of µ as a σ-algebra is generated by open subsets of X (or more
generally contains all open subsets of X), ‖f‖∞ = ‖f‖sup for every continuous
complex function on X . Therefore in this case, Banach algebras Cb(X) and
C0(X) are Banach subalgebras of L∞(X) and Cc(X) is just a subalgebra of
L∞(X).

Exercise 2.1.3. Check the details of the above examples.

Remark 2.1.4. It is worthwhile to note that, for given f ∈ L∞(X), the set {x ∈
X ; |f(x)| > ‖f‖∞} is a null set. The following equality proves this:

{x ∈ X ; |f(x)| > ‖f‖∞} =

∞⋃

n=1

{
x ∈ X ; |f(x)| > ‖f‖∞ +

1

n

}
.

Definition 2.1.5. Let A be an algebra. An involution over A is a map ∗ : A→A
satisfying the following conditions for all x, y ∈ A and λ ∈ C:

(i) (x∗)∗ = x,

(ii) (x+ y)∗ = x∗ + y∗,

(iii) (λx)∗ = λx∗,

(iv) (xy)∗ = y∗x∗.

When A is a normed algebra, we also assume

(v) ‖x∗‖ = ‖x‖.

An algebra A equipped with an involution ∗ is called an involutive algebra and
is denoted, as an ordered pair, by (A, ∗). Involutive normed algebras and in-

volutive Banach algebras are defined similarly and are denoted by (A, ‖ − ‖, ∗).
A subalgebra of an involutive algebra is called an involutive subalgebra or a
∗-subalgebra if it is closed under the involution.

Example 2.1.6. (i) The conjugation map is an involution over C.

(ii) We denote the algebra of polynomials of two variables z and z with coefficients
in C by C[z, z̄]. We define an involution on this algebra by mapping coefficients
of a polynomial to their complex conjugates and z to z and vice versa.
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(iii) Let A be an involutive algebra. Then Mn(A) is an involutive algebra with the
involution defined by

(aij) 7→ (a∗ji), ∀(aij) ∈Mn(A).

(iv) Back to Example 2.1.2(iii), the algebra Bd(X) and its subalgebras are involu-
tive normed algebras with the involution defined by

f ∗(x) := f(x), ∀f ∈ Bd(X), x ∈ X.

(v) Back to Example 2.1.2(iv), the map f ∗(x) := f(x) for all f ∈ L∞(X) defines
an involution on L∞(X).

(vi) Let H be a Hilbert space with an inner product 〈−,−〉. In Corollary 5.2.3,
we will show that the algebra B(H) of bounded operators on H has a
unique involution such that

〈Tx, y〉 = 〈x, T ∗y〉, ∀x, y ∈ H, T ∈ B(H).

Definition 2.1.7. An involutive Banach algebra (A, ‖ − ‖, ∗) is called a C∗-algebra
if

(2.1) ‖x∗x‖ = ‖x‖2, ∀x ∈ A.

We call the above identity the C∗-identity. A norm satisfying this identity is called
a C∗-norm.

One should note that the definition of a C∗-norm does not require completeness
of A. In other words, we may consider C∗-norms on involutive algebras which are
not necessarily complete. Sometimes, these norms are called pre-C∗-norms and
the normed algebras equipped with them are called pre-C∗-algebras.

Example 2.1.8. (i) Back to Examples 2.1.2(iii) and 2.1.6(iv), Banach algebras
C0(X) and Cb(X) are C∗-algebras for all topological spaces X .

(ii) Back to Example and 2.1.6(vi), the algebra B(H) is a C∗-algebra, see Propo-
sition 5.2.4. If H is finite dimensional, i.e. H = Cn, and is equipped with the
ordinary inner product;

〈x, y〉 :=
n∑

i=1

xiyi,

for all x = (x1, · · · , xn), y = (y1, · · · , yn) in H , then B(H) = Mn(C) with the
operator norm and the involution

(aij) 7→ (aji).
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(iii) If (X, µ) is a measure space, then the Banach algebra L∞(X) is a C∗-algebra.

(iv) A norm closed involutive subalgebra of a C∗-algebra is a C∗-algebra, and is
called a C∗-subalgebra.

Exercise 2.1.9. Prove the content of the above examples.

Let A be a C∗-algebra and let S be a subset of A. The smallest C∗-subalgebra of
A containing S is called the C∗-subalgebra generated by S and is denoted usually
by C∗(S). A similar terminology is also used for the Banach (resp. involutive)
subalgebra generated by a subset in a Banach (resp. involutive) algebra.

Another easy construction on C∗-algebras, which is needed here, is the direct
sum of finitely many C∗-algebras. For i = 1, · · · , n, let Ai be C∗-algebras. We define
the following involution and norm on the algebraic direct sum ⊕n

i=1Ai:

(a1, · · · , an)∗ = (a1
∗, · · · , an∗),

‖(a1, · · · , an)‖ = max{‖ai‖; i = 1, · · · , n},
for all (a1, · · · , an) ∈ ⊕n

i=1Ai.

Proposition 2.1.10. The direct sum ⊕n
i=1Ai with the above norm and involution

is a C∗-algebra.

Proof. We only show the C∗-identity. For all (a1, · · · , an) ∈ ⊕n
i=1Ai we have

‖(a1, · · · , an)(a1, · · · , an)∗‖ = max{‖aiai∗‖; i = 1, · · · , n}
= max{‖ai‖2; i = 1, · · · , n}
= (max{‖ai‖; i = 1, · · · , n})2
= ‖(a1, · · · , an)‖2

The above examples are fundamental classes of C∗-algebras. In Chapter 3,
we shall see that every commutative C∗-algebra is of the form C0(X) for some
topological space X . This is the essence of the Gelfand duality. Also, every
C∗-algebra is isomorphic to a C∗-subalgebra of B(H) for some Hilbert space H .
This is the main goal of GNS construction. Moreover, every finite dimensional
C∗-algebra is isomorphic to a direct sum of finitely many C∗-algebras of the form
Mn(C) for some natural numbers n.

Definition 2.1.11. Let A be an algebra. An element a ∈ A is called a left (resp.
right) unit of A if ab = b (resp. ba = b) for all b ∈ A. If A has a left unit a1 and a
right unit a2, then a1 = a1a2 = a2 and this unique element of A is called the unit

of A and usually is denoted by 1A (or simply by 1). In this case, A is called unital.
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Exercise 2.1.12. Let (A, ‖ − ‖) be a unital normed algebra. Show that ‖1‖ ≥ 1.
If A is a C∗-algebra, then show that ‖1‖ = 1.

Given a Banach algebra (A, ‖ − ‖), for every real number r ≥ 1, (A, r‖ − ‖)
is a Banach algebra too. Thus the norm of the unit is not necessarily 1 in unital
Banach algebras. However, the norm of an arbitrary Banach algebra can be replaced
by another norm so that the new norm of the unit to be 1.

Proposition 2.1.13. Let (A, ‖ − ‖) be a unital Banach algebra. Then there exists
a norm ‖ − ‖o on A such that

(i) The norms ‖ − ‖ and ‖ − ‖o are equivalent on A,

(ii) (A, ‖ − ‖o) is a Banach algebra,

(iii) ‖1‖o = 1.

Proof. We embed A into B(A) by left multiplication;

L : A→B(A), where Lx(y) := xy, ∀x, y ∈ A.

We define the norm ‖ − ‖o on A to be the restriction of the operator norm of B(A)
to the image of A, that is

‖x‖o := ‖Lx‖ = sup{‖xy‖; y ∈ A, ‖y‖ ≤ 1} ∀x ∈ A.

For ‖y‖ ≤ 1, we have ‖xy‖ ≤ ‖x‖‖y‖ ≤ ‖x‖. This shows that ‖x‖o ≤ ‖x‖. On the
other hand, we have

‖x‖
‖1‖ =

‖x1‖
‖1‖ ≤ sup{‖xy‖‖y‖ ; y ∈ A, y 6= 0} = ‖x‖o.

This shows that ‖x‖ ≤ ‖1‖‖x‖o for all x ∈ A and completes the proof of (i). It
follows from (i) that A is a closed subalgebra of B(A), so it is a Banach algebra with
the new norm ‖ − ‖o. Part (iii) is clear from the definition.

Using the above proposition, we can always assume that the norm of the unit
equals 1 in a unital Banach algebra. We shall see that the C∗-norm on a C∗-algebra
A is unique and there is no way to replace it with another C∗-norm unless we change
A as well.

Many notions on Banach algebras and C∗-algebras are defined when they are
unital. Now, we explain the process of adding unit to a non-unital Banach or C∗-
algebra. For Banach algebras, the condition of being non-unital is superfluous and
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the unitization process can be applied to Banach algebras that are already unital
too. But for unital C∗-algebras, we have to use another unitization process. Let A
be an involutive Banach algebra. Set A1 := A×C and define the ordinary operations
by

(x, λ)(y, µ) := (xy + λy + µx, λµ),

(x, λ)∗ := (x∗, λ),

‖(x, λ)‖ := ‖x‖+ |λ|

for all x, y ∈ A and λ, µ ∈ C. The algebra A1 is called the Banach algebra

unitization of A.

Exercise 2.1.14. Show that A1 with the above structure is a unital Banach algebra
with the unit (0, 1) and the map A→A1 is an isometry. Show also that the image
of A under this map, which is also shown by A, is a closed two sided ideal of A1.

For the definition of an isometry see Definition 3.1.3(v). Given a C∗-algebra
A, A1 with the above norm is not a C∗-algebra. In fact, one easily checks that the

C∗-identity, Equality 2.1, does not hold for x =

((
0 1
0 0

)
, 1

)
∈ M2(C) × C. In

the following, we define another norm on A× C which makes it a C∗-algebra.

Proposition 2.1.15. Let A be a non-unital C∗-algebra. Consider the map ι : A×
C→B(A), (x, λ) 7→ Lx + λI, where I is the identity map on A. Then the image of
A × C under ι which is denoted by Ã is a C∗-algebra with the operator norm and
the involution defined by

ι(x, λ)∗ := ι(x∗, λ), ∀x ∈ A, λ ∈ C.

Proof. First, we show that ι is injective. For x ∈ A, one notes ‖ι(x, 0)‖ = ‖Lx‖ =
‖x‖o, where ‖ − ‖o is the operator norm defined in the proof of Proposition 2.1.13.
Hence ι(x, 0) = 0 if and only if Lx = 0. But Lx(x

∗) = xx∗ and ‖xx∗‖ = ‖x∗‖2 =
‖x‖2 6= 0 if x 6= 0. For λ 6= 0, if ‖ι(x, λ)‖ = 0, then xy + λy = 0 for all y ∈ A.
Substituting y with y/λ, we get y = (−x/λ)y, namely −x/λ is a left unit in A, and
consequently (−x/λ)∗ is a right unit in A. This contradicts with the assumption
that A is non-unital.

Now, we note that the inclusion A →֒ Ã is an isometry, because, for every
x ∈ A, we have

‖x‖ =
‖xx∗‖
‖x∗‖ ≤ ‖ι(x, 0)‖ = sup

‖y‖≤1

‖xy‖ ≤ ‖x‖.
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Hence A is a Banach subspace of Ã of codimension 1. By Proposition 2.1.8 [34], Ã
is a Banach space as well. We only need to show the C∗-identity. Fix x ∈ A and
λ ∈ C. For 0 < t < 1, there is y ∈ A such that ‖y‖ ≤ 1 and we have

t2‖ι(x, λ)‖2 ≤ ‖(x+ λI)y‖2
= ‖y∗(x+ λI)∗(x+ λI)y‖
≤ ‖y∗‖‖(x+ λI)∗(x+ λI)y‖
≤ ‖ι((x, λ)∗(x, λ))y‖
≤ ‖(ι(x, λ))∗ι(x, λ))‖
≤ ‖(ι(x, λ))∗‖‖ι(x, λ))‖.

By letting t→1, we get ‖ι(x, λ)‖ ≤ ‖ι(x, λ)∗‖. The converse of this inequality is
proved similarly. Thus we have

‖ι(x, λ)‖2 ≤ ‖(ι(x, λ))∗‖‖ι(x, λ))‖ = ‖ι(x, λ)‖2,

which proves the C∗-identity.

Remark 2.1.16. When a C∗-algebra A is already unital, we set Ã := A ⊕ C, where
the right hand side is the direct sum C∗-algebra of A and C. Then (1, 1) is the unit
element of Ã.

Exercise 2.1.17. Assume A is a unital C∗-algebra. Find an algebraic isomorphism
from Ã = A ⊕ C onto A1 = A × C which sends the unit element of Ã to the unit
element of A1.

Definition 2.1.18. Let A be a non-unital (resp. unital) C∗-algebra. The C∗-algebra
Ã defined in Proposition 2.1.15 (resp. Remark 2.1.16) is called the C∗-unitization
of A.

Although having a unit element is an advantage for a Banach algebra or a
C∗-algebra, there is a weaker notion in these algebras that facilitate many proofs,
which use unit elements, in non-unital Banach algebras and C∗-algebras. A net
{ai} in a Banach algebra A is called an approximate unit if ‖ai‖ ≤ 1 for all i
and ‖aai − a‖→0 and ‖aia − a‖→0 as i→∞. We will prove the existence of an
approximate unit for certain Banach algebras in Section 2.2. However, there are
some Banach algebras which admit no approximate units. For example, take a
Banach algebra A and change its multiplication into zero. Then it is still a Banach
algebra and has no approximate unit. On the contrary, every C∗-algebra possesses
an approximate unit. A basic version of this notion for C∗-algebras will be defined
in Chapter 3 and we will prove the existence of different types of approximate units
for C∗-algebras in Chapter 4.
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Definition 2.1.19. Let A be a unital algebra. For a ∈ A, we say b ∈ A is a left

(resp. right) inverse of a if ba = 1 (resp. ab = 1). If a has a left inverse a1 and
a right inverse a2, then a1 = a1aa2 = a2 and this unique element of A is called the
inverse of a and is denoted by a−1. In this case, a is called invertible. The group
of all invertible elements of A is denoted by A×.

Proposition 2.1.20. Let A be a unital Banach algebra. If ‖x − 1‖ < 1, then x is
invertible and

x−1 =

∞∑

n=0

(1− x)n,

where a0 := 1 for all 0 6= a ∈ A.

Proof.

x
m∑

n=0

(1− x)n = (1− (1− x))
m∑

n=0

(1− x)n

= 1− (1− x)m+1.

By letting m→∞ and using the fact that limm→∞(1 − x)m+1 = 0, we see that the
series

∑∞
n=0(1− x)n is a right (and similarly left) inverse of x.

Proposition 2.1.21. Let A be a unital Banach algebra. The group A× is an open
subset of A. In fact, if a ∈ A× and ‖x− a‖ < 1/‖a−1‖ then x ∈ A× and we have

x−1 =

∞∑

n=0

a−1(1− xa−1)n.

Proof. Consider the inequality ‖xa−1 − 1‖ = ‖(x− a)a−1‖ ≤ ‖x− a‖‖a−1‖ < 1 and
apply the previous proposition for xa−1.

Corollary 2.1.22. Let A be a unital Banach algebra. The inversion map x 7→ x−1

is continuous in A×. Therefore A× is a topological group.

Proof. Let a be a fixed invertible element of A. For all x ∈ A such that ‖x− a‖ <
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1/‖a−1‖, we have

‖x−1 − a−1‖ = ‖
∞∑

n=1

(1− xa−1)na−1‖

≤ ‖a−1‖
∞∑

n=1

‖(1− xa−1)n‖

≤ ‖a−1‖
∞∑

n=1

‖a−1‖‖(a− x)‖‖(1− xa−1)‖n−1

= ‖a−1‖2‖a− x‖
∞∑

n=0

‖(1− xa−1)‖n,

where the latter series is a geometric series and convergent because ‖(1−xa−1)‖ < 1.
Therefore the right hand side of the above inequality is dominated by a constant
coefficient of ‖a− x‖. This proves the continuity of inversion at a.

In Example 2.1.2, we observed how the algebra of bounded operators on a
Banach space turns out to be a Banach algebra. This type of Banach algebras are
very important in the theory of C∗-algebras. It is because every C∗-algebra can be
thought of as a C∗-subalgebra of B(H) for some Hilbert space. Therefore we explain
some more details here as well as in the exercises. The closed unit ball in a Banach
space E is denoted by (E)1.

Definition 2.1.23. Let E and F be two Banach spaces and let T : E→F be a linear
map (not necessarily bounded). It is called compact if the image of (E)1 under T is
relatively compact in F , namely T ((E)1) is compact. A bounded operator T is
called a finite rank operator if the dimension of its image is finite. The collection
of all compact linear maps (resp. finite rank operators) from E into F is denoted
by K(E, F ) (resp. F (E, F )). When E = F , we use the notation K(E) and F (E),
respectively.

Since (E)1 is relatively compact, it is norm bounded, and consequently every
compact linear map is bounded. On the contrary, being bounded is part of the
definition of a finite rank operator.

Proposition 2.1.24. Let E and F be two Banach spaces. Then the following state-
ments are true:

(i) An operator T : E→F is compact if and only if every bounded sequence {xi}
in E has a subsequence {xij} such that {T (xij )} is convergent in F .
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(ii) The set K(E) is a closed two sided ideal of B(E), and so it is a Banach
algebra.

(iii) The set F (E) of finite rank operators and its norm closure are subalgebras of
K(E).

Proof. (i) Using the fact that a subset K of a metric space X is compact if and
only if every bounded sequence has a convergent subsequence, it is easy to see
the statement.

(ii) Using the above item, it is easy to see that K(E) is a two sided ideal of B(E).
We only show that it is a closed subspace of B(E). Let {Tn} be a sequence in
K(E) convergent to some element T ∈ B(E). Let {xi} be a bounded sequence
in E. Assume M is a positive number such that ‖xi‖ ≤M for all i. For n ∈ N,
choose an increasing function fn : N→N such that Tn(xϕn(i)) is convergent in
E, where ϕn = fnofn−1o · · · of1. Therefore Tn(xϕm(i)) is convergent for all
m ≥ n. Define f : N→N by f(i) := ϕi(i). It is an increasing function and
Tn(xf(i)) is convergent for all n ∈ N. For given ε > 0, pick n such that
‖Tn − T‖ < ε

2M
. Let y ∈ E be the limit of Tn(xf(i)) in E. Choose i0 ∈ N such

that ‖Tn(xf(i))− y‖ < ε
2
for all i ≥ i0. Then we have

‖T (xf(i))− y‖ ≤ ‖T (xf(i))− Tn(xf(i))‖+ ‖Tn(xf(i))− y‖

<
ε‖xf(i)‖
2M

+
ε

2
≤ ε.

This shows that the subsequence {T (xf(i))} is convergent to y ∈ E, and so T
is a compact operator.

(iii) Again, it is easy to see that the set of all finite rank operators is an ideal
in B(E). The rest of the statement follows from the above item if we show
every finite rank operator T is compact. Let R(T ) denote the image of T .
Then R(T ) is homeomorphic to a copy of Cn, and so has the Heine-Borel
property, namely every closed and bounded subset of R(T ) is compact. Since
T is bounded, the image of the unit ball under T is bounded. Therefore its
closure is compact.

To verify that an operator whether T ∈ B(E) is invertible, one can use the
following proposition:

Proposition 2.1.25. Let T ∈ B(E) be a bounded operator on a Banach space.
Then T is invertible if and only if it is bijective.
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Proof. Let S be the algebraic inverse of T . Then the graph of these two maps are
related as follows:

Graph(S) = {(a, S(x)); x ∈ E} = {(T (y), y); y ∈ E}.

The right hand side of the above inequality is closed in E ⊕ E because of the
continuity of T , and so is the left hand side. By the closed graph theorem S is
bounded, see Theorem 2.0.3.

We shall continue our study of operators on Banach spaces in Section 2.4.

2.2 L1(G)

In this section, we study an important class of Banach algebras associated to topo-
logical groups. These Banach algebras have natural generalizations for other alge-
braic and topological classes of objects such as topological semi-groups, groupoids,
rings, Hecke pairs, which will be discussed later. Since groups and actions of groups
on other mathematical objects are commonplace in mathematics, these Banach al-
gebras and their generalizations appear in a number of applications of the theory
of C∗-algebras, particularly, in noncommutative geometry and harmonic analysis.
Therefore we decided to introduce them in the very beginning of the book to pre-
pare the reader for the complementary discussions which will appear in the upcom-
ing chapters. Historically, these Banach algebras have also inspired some of the
developments of the theory of C∗-algebras. For example, the Gelfand transform is
considered as the generalization of the Fourier transform. For the sake of briefness,
we skip some of the elementary technicalities, mostly from general topology and
measure theory. The interested reader can find them in any standard text book of
harmonic analysis such as [13, 18].

Definition 2.2.1. A group G equipped with a topology is called a topological

group if the group multiplication G × G→G, (g, h) 7→ gh and the inversion map
G→G, g 7→ g−1 are both continuous maps. It is called a locally compact group,
briefly an LCG, if its topology is locally compact and Hausdorff.

Every group with the discrete topology is an LCG. These examples of groups
are called discrete groups. In fact, the discrete topology is the only topology
which makes a finite group into an LCG, because of the Hausdorffness.

Example 2.2.2. (i) If G is an abelian LCG, it is called a locally compact

abelian group. The examples of these groups include R with summation and
with ordinary topology, T := {z ∈ C; |z = 1} with multiplication and topology
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inherited from C, finite abelian groups, and their products and subgroups, for
instance Rn, Tn, Q, and so on.

(ii) R4 as the quaternion group with the ordinary topology is an LCG, so is its
subgroup S3 := {x ∈ R4; ‖x‖ = 1}.

(iii) Let F be a topological field, that is a field with a topology such that (F,+)
and (F×, .) are locally compact abelian groups. Then the nth order general

linear group of F ;

GLn(F ) := {g ∈Mn(F ); det(g) 6= 0}

with the topology inherited from Mn = Rn
2

is an LCG. One of the most
important subgroup of GLn(F ) is the special Linear group, denoted by
SLn(F ), consisting of those elements of GLn(F ) whose determinants are 1.

(iv) Finally, we should mention profinite groups. A profinite group is an inverse
limit of direct system of finite groups equipped with the inverse limit topology.
The set of examples of these groups includes all Galois groups of Galois ex-
tensions. Because of the complicated nature of these groups, there are several
important and challenging conjectures and theories around these groups which
deserve an operator algebraic approach towards them. To give an explicit ex-
ample, consider Ẑ := lim← Z/nZ, which is the absolute Galois group of every
finite field Fq. For more details on these groups, we refer the reader to [20].

In the next statements, we summarize some of the elementary definitions and
properties of locally compact groups that we need in our discussion of L1(G). Let E
be a subset of a group G and g ∈ G. The set {ge; e ∈ E} is denoted by gE. The set
Eg is defined similarly. If F is another subset of G, then EF := {ef ; e ∈ E and f ∈
F} = ∪e∈EeF = ∪f∈FEf . For the proof of the following lemma see Lemma 1.1.2 of
[13].

Lemma 2.2.3. Let G be an LCG.

(i) For s ∈ G, the translation maps g→sg and g→gs, as well as the inversion
map g→g−1 are homeomorphisms of G.

(ii) If U is a neighborhood of unit, then U−1 := {u−1; u ∈ U} is a neighborhood
of the unit too. Therefore V = U ∩ U−1 is a symmetric neighborhood of

unit, that is V = V −1.

(iii) For a given neighborhood U of unit, there is a neighborhood V of unit such
that V 2 ⊆ U .
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(iv) If A,B ⊆ G are compact, then AB is compact.

(v) If A,B ⊆ G and at least one of them is open, then AB is open.

Lemma 2.2.4. Every function f ∈ Cc(G) is uniformly continuous, namely, for
every ε > 0, there is a neighborhood U of unit such that gh−1 ∈ U or g−1h ∈ U
imply that |f(g)− f(h)| < ε.

See Lemma 1.3.6 of [13] for the proof of the above lemma. A function f : G→C
is called symmetric if f(g) = f(g−1) for all g ∈ G. Given a function f , the formula
f s(g) := f(g) + f(g−1) defines a symmetric function which possesses most of the
properties of f . For example if f is compact support or continuous, so is f s.

A reader not acquainted with measure theory is advised to consult with [19], or
similar text books, before reading the rest of this section. Let (X,A) be a measurable
space, that is A is a σ-algebra on a set X . If X is a topological space and A is
generated by all open subsets of X , then A is called the Borel σ-algebra of X . A
measure µ : A→[0,∞] is called a Borel measure if A contains the Borel σ-algebra
and it is called locally finite if for every point x ∈ X there exists an open set
U containing x such that µ(U) < ∞. In this section, we always assume that A
is the completion of the Borel σ-algebra. Therefore a function f : X→C is called
measurable if f is Borel measurable, i.e. f−1(U) ∈ A for all open subset U ⊆ C
and moreover µ(f−1(E)) = 0 for every subset E of C whose Lebesgue’s measure is
zero, i.e. E is a null set. A measurable function f : X→C is called integrable

with respect to µ if
∫
X
|f(x)|dµ(x) < 0.

Definition 2.2.5. Let µ be a locally finite Borel measure on (X,A). Then it is
called an outer Radon measure if the following two conditions hold:

(i) For all E ∈ A, we have

µ(E) = inf{µ(U);U is open and E ⊆ U}.

(ii) For all E ∈ A such that either E is open or µ(E) <∞, we have

µ(E) = sup{µ(K);K is compact and K ⊆ E}.

Definition 2.2.6. A non-zero outer Radon measure µ on a locally compact group
G is called a Haar measure on G if it is left invariant, that is µ(gE) = µ(E) for
all measurable set E ⊆ G and g ∈ G.

The existence of a Haar measure on an arbitrary LCG is stated in the follow-
ing theorem, which is usually proved in harmonic analysis texts, see for instance
Theorem 1.3.4 of [13].
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Theorem 2.2.7. Let G be a locally compact group. Then there exist a Haar measure
µ on G. Every measure ν on G is a Haar measure if and only if it is a multiplication
of µ by a positive real number.

When G is discrete, the counting measure is a Haar measure, and so every
Haar measure on a discrete group is a positive multiple of the counting measure.

Example 2.2.8. Recall that the Lebesgue measure on R is a complete measure m
on R such that m([a, b]) = b − a for all a, b ∈ [−∞,+∞]. Theorems 1.18 and 1.21
of [19] state that m is a Haar measure for the group (R,+).

Recall that a subset of a topological space is called σ-compact if it can be
covered by the union of a sequence of compact sets. For the proof of the following
corollaries, we refer the reader to Page 10 of [13].

Corollary 2.2.9. Let G be an LCG with a Haar measure µ.

(i) Every non-empty open set has strictly positive measure.

(ii) Every compact set has finite measure.

(iii) Let f be a continuous positive function on G such that
∫
G
f(g)dµ(g) = 0. Then

f ≡ 0, namely f equals zero µ-almost every where.

(iv) Let f be an integrable function on G with respect to µ. Then the support of f
is contained in a σ-compact open subgroup of G.

The following two propositions show how the topological structure of an LCG
is related to the properties of its Haar measures.

Proposition 2.2.10. Let G be an LCG with a Haar measure µ and unit element e.
The, the following statements are equivalent:

(i) There exists g ∈ G such that µ({g}) 6= 0.

(ii) We have µ({e}) 6= 0.

(iii) The Haar measure is a strictly positive multiple of counting measure.

(iv) The topology of G is discrete.

Proof. We only show that (ii) and (iii) implies (iv). The rest of implications are easy
and left as an exercise. Let K be a compact neighborhood of e. Then there is an
open set U such that e ∈ U ⊆ K. By the above corollary, we have 0 < µ(U) < ∞.
By (iii), U has to be a finite set. Since the topology is Hausdorff, for all g ∈ U the
singleton {g} must be an open set. Therefore all singletons of elements of G must
be open. In other words the topology of G is discrete.
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Proposition 2.2.11. Let G be an LCG with a Haar measure µ. Then G is compact
if and only if µ(G) <∞.

Proof. Prove it as an exercise or read the proof in Page 21 of [13].

Given f : G→C and g ∈ G, we define two new functions Lg(f) and Rg(f) from
G into C by

Lg(f)(h) := f(g−1h) and Rg(f)(h) := f(hg), ∀h ∈ G.

They are respectively called left and right translations of f by g. These maps
are bijective over Cc(G), C0(G), etc.

Lemma 2.2.12. Let G be an LCG with a Haar measure µ. Then for every f ∈
Cc(G), the function h 7→

∫
G
f(gh)dµ(g) is continuous on G.

Proof. To prove that the above function is continuous at an arbitrary point h0 ∈ G,
one can replace f by Rh0(f) and show that the function h 7→

∫
G
Rh0(f)(gh)dµ(g)

is continuous at the unit element e ∈ G. So we prove this simple case instead. Let
K be the support of f and let V be a compact symmetric neighborhood of e. For
s ∈ V , one easily sees that KV contains the support of Rh(f). Since Lg−1(f) is
uniformly continuous, for given ε > 0, there exists a symmetric neighborhood W of
e such that |f(gh)−f(g)| < ε

µ(KV )
for all h ∈ W . Therefore for h ∈ W ∩V , we have

∣∣∣∣
∫

G

[f(gh)− f(g)]dµ(g)

∣∣∣∣ ≤
∫

KV

|f(gh)− f(g)|dµ(g)

<
ε

µ(KV )
µ(KV ) = ε.

This completes the proof.

Since a Haar measure on an LCG G is determined up to a positive multiple,
we sometimes call it “the” Haar measure of G. This (sort of) uniqueness of a Haar
measure leads us to the definition of the modular function of an LCG. Let µ be a
Haar measure on an LCG G. Given g ∈ G, define µg(E) := µ(Eg) for all measurable
set E ⊆ G. It is easy to see that µg is a Haar measure on G as well. Thus there is
a positive real number ∆(g) such that µg = ∆(g)µ.

Definition 2.2.13. The function ∆ : G→]0,∞[, defined in the above, is called the
modular function of G. Moreover, G is called unimodular if ∆ is identically
equal to the constant function 1.
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Obviously, if G is either a locally compact abelian group or a discrete group,
then it is a unimodular group. In fact, every compact group is unimodular too,
which will be proved later.

The set of all integrable functions on an LCG G with respect to a Haar measure
µ is denoted by L1(G), that is

L1(G) := {f : G→C; ‖f‖1 :=
∫

G

|f(g)|dµ(g) <∞}.

The norm defined in the above formula is called the L1-norm and L1(G) is a Banach
space according to the this norm, see Theorem 6.6 of [19].

Lemma 2.2.14. Let G be an LCG with a Haar measure µ. For f ∈ L1(G) and
g ∈ G, we have Rg(f) ∈ L1(G) and

∫

G

Rg(f)(h)dµ(h) = ∆(g−1)

∫

G

f(h)dµ(h).

Proof. When f is a characteristic function the statement is clear. The general case
follows from the usual approximation argument.

Theorem 2.2.15. Let G be an LCG with a Haar measure µ and the modular func-
tion ∆.

(i) Let R×+ denote group of positive real numbers with multiplication. The modular
function ∆ : G→R×+ is a continuous group homomorphism.

(ii) If G compact, then it is unimodular.

Proof. (i) Let E ⊆ G be a measurable set such that 0 < µ(E) < ∞. Then
for every g, h ∈ G, one computes ∆(gh)µ(E) = µ(Egh) = ∆(h)µ(Eg) =
∆(h)∆(g)µ(E). Thus ∆(gh) = ∆(g)∆(h), namely ∆ is a group homomor-
phism. Choose f ∈ Cc(G) such that c =

∫
G
f(g)dµ(g) 6= 0. By Lemma 2.2.14,

we have

∆(h) = 1/c

∫

G

f(gh−1)dµ(g).

The right hand side as a function on h is continuous by Lemma 2.2.12, so is
∆.

(ii) By (i), when G is compact, the image of ∆ is a compact subgroup of R×+. But
the only compact subgroup of R×+ is the trivial subgroup {1}. This means that
∆ ≡ 1.
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Remark 2.2.16. Let µ be a complex Radon measure on G. See Section 5.5 for
details. Define Iµ : C0(G)→C by Iµ(f) :=

∫
G
f(g)dµ(g). By the Riesz representation

theorem, see Theorem 5.5.1, the map µ 7→ Iµ is an isomorphism between the vector
space M(G) of complex Radon measures on G and the dual vector space C0(G)

∗.
By this correspondence, a left invariant measure µ is mapped to a functional that
is unchanged by the left translation. In other words, µ is a left invariant Radon
measure if and only if Iµ(f) = Iµ(Lg(f)) for all g ∈ G.

Lemma 2.2.17. Let G be an LCG with a Haar measure µ and the modular function
∆. Then

∫

G

f(g−1)∆(g−1)dµ(g) =

∫

G

f(g)dµ(g), ∀f ∈ L1(G).

Proof. Regarding the correspondence explained in the above remark, we define an-
other Haar measure by using µ. Then we show that it is the same as µ, and as
a consequence, we obtain the desired result. For all f ∈ Cc(G), define I(f) :=∫
G
f(g−1)∆(g−1)dµ(g). Then by Lemma 2.2.14, for all s ∈ G, we have

I(Ls(f)) =

∫

G

f(s−1g−1)∆(g−1)dµ(g)

=

∫

G

f((gs)−1)∆(g−1)dµ(g)

=

∫

G

f((gs)−1)∆((gs−1s)−1)dµ(g)

= ∆(s−1)

∫

G

f(g−1)∆(sg−1)dµ(g)

=

∫

G

f(g−1)∆(g−1)dµ(g)

= I(f).

This shows that the measure associated to I is left invariant, and consequently, a
Haar measure. Therefore there is a c > 0 such that I(f) = c

∫
G
f(g)dµ(g). We need

to show that c = 1 to complete the proof. For given ε > 0, choose a symmetric
neighborhood V of unit such that |1 −∆(s)| < ε for all s ∈ V . Choose f ∈ Cc(V )
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such that it is positive, not identically zero, and symmetric. Then we have

|1− c|
∫

G

f(g)dµ(g) =

∣∣∣∣
∫

G

f(g)dµ(g)− I(f)

∣∣∣∣

≤
∫

G

|f(g)− f(g−1)∆(g−1)|dµ(g)

=

∫

V

f(g)|1−∆(g−1)|dµ(g)

= ε

∫

G

f(g)dµ(g).

Thus |1− c| ≤ ε, where ε > 0 is arbitrary. Hence c = 1.

There is an interesting multiplication formula over L1(G) which makes it a
Banach algebra. For every f, k ∈ L1(G), define f ∗ k : G→C by

f ∗ k(g) :=
∫

G

f(h)k(h−1g)dµ(h), ∀g ∈ G.

Proposition 2.2.18. With the above notation, f ∗ k belongs to L1(G) and the
above formula defines an associative multiplication called convolution product.
Moreover, L1(G) is a Banach algebra with this multiplication.

Remark 2.2.19. In the following proof, we use the Fubini-Tonelli theorem several
times, see Theorem 2.37 of [19]. It requires that the measure space (G, µ) to be
σ-finite. But we can only show that the support of all functions in the following
integrals are contained in σ-compact sets. As µ is a Haar measure and by using
Parts (ii) and (iv) of Corollary 2.2.9, one easily sees that the Fubini-Tonelli theorem
holds in this case too.

Proof. Define α : G×G→G by (h, g) 7→ (h, h−1g) and ψ : G×G→C by ψ(h, g) :=
f(h)k(h−1g). It is clear that ψ = (f × k) o α. We know that (f × k) is a measurable
function. On the other hand, α is continuous, and so it is Borel measurable too.
Hence ψ is Borel measurable as well. To show ψ is actually measurable we need
to show that the preimage of every null set in G × G under α is a null set again.
But this follows if we show that the following equality holds for every measurable
function ϕ : G×G→G×G:

∫

G×G

ϕ(h, g)d(µ× µ)(h, g) =

∫

G×G

ϕ(h, h−1g)d(µ× µ)(h, g).

Since h and k are measurable we can use the Fubini-Tonelli theorem. Now by using
the fact that µ is a Haar measure, one easily can check the above equality.
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Let S(f) and S(k) denote the supports of f and k, respectively. Then the
support of ψ is contained in S(f)× S(f)S(k) which is a σ-compact set. Therefore
again using Fubini-Tonelli theorem, we have

‖f ∗ k‖1 ≤
∫

G

∫

G

|f(h)k(h−1g)|dµ(h)dµ(g)

=

∫

G

∫

G

|f(h)k(h−1g)|dµ(g)dµ(h)

=

∫

G

∫

G

|f(h)k(g)|dµ(g)dµ(h)

=

∫

G

|f(h)|dh
∫

G

|k(g)|dµ(g)

= ‖f‖1 ‖k‖1 <∞.

Besides the above inequality which shows L1(G) is a Banach algebra, the above
computation also shows that the function ψ(g, .) is integrable for almost every g ∈ G
and f ∗ k is a measurable function. Other algebraic properties of L1(G), such as the
associativity of the multiplication, follow from straightforward computations which
are left as an exercise to the reader.

A generalization of the above proposition is given in Proposition 5.3.3. In fact,
L1(G) is an involutive Banach algebra. With the above notations, the involution on
L1(G) is defined by

f ∗(g) := ∆(g−1)f(g−1), ∀f ∈ L1(G), ∀g ∈ G.

Exercise 2.2.20. Check all axioms of involution for the above ∗-operation.

It is tempting to see if L1(G) is a C∗-algebra. The answer is “no”, unless G is
the trivial group.

Proposition 2.2.21. With the above notions, L1(G) is a C∗-algebra if and only if
G is the trivial group of one element. In this case L1(G) ≃ C.

Proof. Let G has an element s other than the unit element e. Let V be a compact
symmetric neighborhood of e such that s /∈ V . Choose an open set U such that
e ∈ U ⊆ (G− sV )∩V . It is easy to see that U ∩ sU = ∅ and 0 < µ(U) <∞. Define
f(g) := ∆−1/2(g)(χU − iχsU)(g) for all g ∈ G, where χ stands for the characteristic



2.2. L1(G) 25

function. Clearly, f ∈ L1(G) and we have

‖ff ∗‖1 =

∫

G

|f ∗ f ∗(g)|dµ(g)

=

∫

G

∣∣∣∣
∫

G

∆(g−1h)f(h)f(g−1h)dµ(h)

∣∣∣∣ dµ(g)

=

∫

G

∆−1/2(g)

∫

G

[χU(h)χU(g
−1h) + iχU (h)χsU(g

−1h)

−iχsU (h)χU(g−1h) + χsU(h)χsU(g
−1h)]dµ(h) dµ(g)

=

∫

G

∆−1/2(g)|µ(U ∩ gU) + iµ(U ∩ gsU)

−iµ(sU ∩ gU) + µ(sU ∩ gsU)|dµ(g).
In the last integral each term of the integrand is non-zero at least for some values of
g and when one of the terms is non-zero the other three terms are zero. This feature
justifies the following steps of our argument:

‖ff ∗‖1 <

∫

G

∆−1/2(g)[µ(U ∩ gU) + µ(U ∩ gsU)

+µ(sU ∩ gU) + µ(sU ∩ gsU)]dµ(g)

=

∫

G

∆−1/2(g)

∫

G

(|χU(h)χU(g−1h)|+ | − iχU(h)χsU(g
−1h)|

+| − iχsU(h)χU(g
−1h)|+ |χsU(h)χsU(g−1h)|)dµ(h)dµ(g)

=

∫

G

∫

G

∆(g−1h)|f(h)f(g−1h)|dµ(h)dµ(g)

=

∫

G

|f(h)|dµ(h)
∫

G

|f(g)|dµ(g) = ‖f‖21.

The following theorem and Theorem 2.2.32 illustrate how algebraic properties
of the Banach algebra L1(G) reveal some of the algebraic and topological features
of G.

Theorem 2.2.22. Let G be an LCG. The algebra L1(G) is commutative if and only
if G is abelian.

Proof. Let L1(G) be commutative. Then for every f, k ∈ L1(G) and g ∈ G, we have

0 = f ∗ k(g)− k ∗ f(g)
=

∫

G

f(h)k(h−1g)dµ(h)−
∫

G

k(h)f(h−1g)dµ(h).
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By replacing h with gh and then using Lemma 2.2.17 in the first integral, we get

0 =

∫

G

f(gh−1)k(h)∆(h−1)dµ(h)−
∫

G

k(h)f(h−1g)dµ(h)

=

∫

G

k(h)
(
f(gh−1)∆(h−1)− f(h−1g)

)
dµ(h).

Since this is valid for every h, we conclude that f(gh−1)∆(h−1) − f(h−1g) = 0 for
all f ∈ Cc(G) and g, h ∈ G. By setting g = e, we conclude that ∆ = 1. Therefore
f(gh−1) = f(h−1g) for all f ∈ Cc(G) and g, h ∈ G. This implies that G is abelian.
The converse direction is easy to check.

Before stating the next theorem, we need to introduce a notion in the Banach
algebra L1(G) which allows us to use some of the advantages of the unit element
even when L1(G) is not unital. This is actually a net which acts as the unit in
the limit. This technique is a powerful idea which also appears in the context of
C∗-algebras under the name of approximate identity.

Convergence in topological spaces that are not necessarily metric spaces relies
on the notion of “nets”. Since this concept is going to appear frequently in the
future, we give the detailed definition here.

Definition 2.2.23. Let J be a set.

(i) A partial order on J is a binary relation ≤ such that, for all a, b, c ∈ J , we
have

(a) a ≤ a, (it is reflexive),

(b) a ≤ b and b ≤ a implies that a = b, (it is anti-symmetric),

(c) a ≤ b and b ≤ c implies that a ≤ c, (it is transitive).

Then the pair (J,≤) is called a partially ordered set.

(ii) A partially ordered set (J,≤) is called a directed set if for every a, b ∈ J
there is c ∈ J such that a ≤ c and b ≤ c, namely for every two elements of J
there is an upper bound.

(iii) Let (J,≤) and (I,⊑) be two directed sets. A map ϕ : J→I is called strictly

cofinal if for every i0 ∈ I there is some j0 ∈ J such that j0 ≤ j implies
i0 ⊑ ϕ(j).

For example, the collection of all subsets (resp. open subsets) of a set (resp.
topological space) S equipped with the relation ⊆ is a directed set. The same is
true if one considers the converse of inclusion, i.e. ⊇, as the relation.
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Definition 2.2.24. Let X be a topological space.

(i) A net in X is a function α : J→X , where (J,≤) is directed set. Often, α(j) is
denoted simply by αj for j ∈ J and the net α is denoted by (αj)j∈J or simply
by (αj).

(ii) With the above notation, the net (αj) is called convergent to a point x ∈ X
if for every neighborhood V of x, there is j0 ∈ J such that j0 ≤ j implies
αj ∈ V .

(iii) A subnet of α is a net β : I→X together with a strictly cofinal map ϕ : I→J
such that β = αϕ.

Most statements about sequences in metric spaces have generalizations for nets
in topological spaces. For example, a map f : X→Y between two topological space
is continuous if and only if a net convergent to a point, say x, is mapped to a net
convergent to f(x) by f , see Proposition A.6.4 of [13]. For the proof of the following
proposition see Proposition A.6.6 of [13]:

Proposition 2.2.25. A topological space X is compact if and only if every net in
X has a convergent subnet.

Definition 2.2.26. Let G be an LCG with a Haar measure µ. A Dirac net on G
is a net (fj) in Cc(G) such that

• fj ≥ 0 and
∫
G
fj(g)dµ(g) = 1 for all j

• the support of fj’s shrink to the unit element of G, namely, for every neigh-
borhood V of the unit there is j0 such that j0 ≤ j implies supp(fj) ⊆ V ,

• and fj is symmetric for all j.

Remark 2.2.27. In order to construct a Dirac net on an LCG G equipped with a Haar
measure µ, consider the directed set (U,⊇) of all symmetric compact neighborhoods
of the unit with inclusion. For given U ∈ U, by Urysohn’s Lemma, see Theorem 3.1
of [31], there exists a continuous function fU : G→[0, 1] such that fU(e) = 1 and
supp(fU) ⊆ U . We replace fU by f sU to get a symmetric function and then divide
it by

∫
G
fU(g)dµ(g). We denote the function just obtained again by fU and it is

straightforward to check that (fU) is a Dirac net on G.

Lemma 2.2.28. Let G be an LCG with a Haar measure µ. For given 1 ≤ p < ∞
and f ∈ Lp(G), the maps g 7→ Lg(f) and g 7→ Rg(f) are continuous maps from G
into Lp(G).
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Proof. We first prove this for the case that f ∈ Cc(G). Let K be the support of f
and let U0 be a compact symmetric neighborhood of e. Then the support of Lg(f)
is contained in U0K for all g ∈ U0. Let ε > 0. By Lemma 2.2.4, there exists a
neighborhood U of e such that U ⊆ U0 and ‖Lg(f)− f‖sup < ε

µ(U0K)1/p
for all g ∈ U .

Then we have

‖Lg(f)− f‖p =
(∫

G

|f(g−1h)− f(h)|pdµ(h)
)1/p

< ε.

For general f ∈ Lp(G), choose k ∈ Cc(G) such that ‖f − k‖p < ε/3. Also, choose
a neighborhood U of e such that ‖k − Lg(k)‖p < ε/3 for all g ∈ U . Then for all
g ∈ U , we have

‖f − Lg(f)‖p ≤ ‖f − k‖p + ‖k − Lg(k)‖p + ‖Lg(k)− Lg(f)‖ < ε.

In the last step, we used the fact that ‖Lg(k) − Lg(f)‖p = ‖f − k‖p which follows
from the left invariance of the Haar measure. The proof for Rg, instead of Lg, is
similar to the above argument except in the very last step. For the last step, one
can use Lemma 2.2.14 to show that ‖Rg(f)−Rg(k)‖p = (∆(g−1))1/p‖f − k‖p. Since
∆ is continuous and g varies in U ⊆ U0, where U0 is compact, one can easily find a
similar estimation to show that ‖f − Lg(f)‖p→0 when U shrinks to e.

In the above lemma, we used the following proposition. see Proposition 7.9 of
[19].

Proposition 2.2.29. If µ is a Radon measure on a locally compact and Hausdorff
topological space X, then Cc(X) is dense in the Banach space Lp(X, µ) for all 1 ≤
p <∞.

Lemma 2.2.30. Let G be an LCG with a Haar measure µ. Let (fj) be a Dirac
net on G and let f ∈ L1(G). Then the nets (fj ∗ f) and (f ∗ fj) converge to f in
L1(G). Moreover, if f is continuous, then both the convolution products exist, and
(fj ∗ f)(g) and (f ∗ fj)(g) converge to f(g) for all g ∈ G.

Proof. One computes

‖fj ∗ f − f‖1 =
∫

G

∣∣∣∣
∫

G

fj(h)f(h
−1g)dµ(h)− f(g)

∣∣∣∣ dµ(g).
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Using the fact that f(g) = f(g)
∫
G
fj(h)dµ(h) =

∫
G
f(g)fj(h)dµ(h), we have

‖fj ∗ f − f‖1 =

∫

G

∣∣∣∣
∫

G

fj(h)
(
f(h−1g)− f(g)

)
dµ(h)

∣∣∣∣ dµ(g)

≤
∫

G

∫

G

fj(h)
∣∣f(h−1g)− f(g)

∣∣ dµ(g)dµ(h)

=

∫

G

fj(h)‖Lh(f)(g)− f(g)‖1dµ(h)

=

∫

supp(fj)

fj(h)‖Lh(f)(g)− f(g)‖1dµ(h).

By Lemma 2.2.28, this integral goes to zero when j tends to infinity. Similarly, one
computes ‖f ∗ fj − f‖1→0 when j→∞.

Assume f is continuous and fix g ∈ G. For given ε > 0, by continuity of f ,
there exists a neighborhood U of e such that gh ∈ U implies that |f(h−1)−f(g)| < ε,
see Lemma 2.2.4. By the definition of a Dirac net, there is j0 such that j0 ≤ j implies
that supp(fj) ⊆ U . Therefore for j0 ≤ j, we have

|fj ∗ f − f | ≤
∫

G

fj(h)
∣∣f(h−1g)− f(g)

∣∣dµ(h)

=

∫

G

fj(gh)
∣∣f(h−1)− f(g)

∣∣dµ(h) < ε.

Now, we describe L1(G) when G is a discrete group.

Remark 2.2.31. We need to explain the meaning of an uncountable summation, say∑
s∈S as, where S is an uncountable set and all terms of this summation belong to

a (complex or real) topological vector space B. Let (F,⊆) be the directed set of all
finite subsets of S with inclusion. For every F ∈ F, define xF =

∑
s∈F as. Then

(xF ) is a net in B. We say that the summation
∑

s∈S as is convergent if the net
(xF ) is convergent. The absolutely convergent summations are defined similar
to the ordinary absolutely convergent series.

Assume (X, µ) is a measure space. When µ is the counting measure, we use
ℓp(X) in lieu of Lp(X, µ) for all 1 ≤ p ≤ ∞ and drop µ from the notation. The
Banach space ℓ1(X) is the set of all absolutely convergent summations indexed by
X . In particular, when G is a discrete group, we have

ℓ1(G) = {
∑

g∈G

λg;
∑

g∈G

|λg| <∞}.
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By describing ℓ1(G) as above, one easily sees that CG, the group algebra of
G, can be considered as a dense subalgebra of ℓ1(G). We recall the definition of CG
now. Consider the complex vector space generated by elements of G. This vector
space becomes an algebra called the group algebra of G if we extend the group
multiplication linearly to all its elements. The explicit formula for the multiplication
of this algebra is as follows:

(
n∑

i=1

aigi

)(
m∑

j=1

bjgj

)
=

n∑

i=1

m∑

j=1

aibjgigj,

where ai, bj ∈ C and gi, gj ∈ G for all i, j.

To embed CG into ℓ1(G), we send every element g ∈ G to the characteristic
function of the singleton {g}, which we denote it by δg, and extend this map linearly
to whole CG. Clearly, it is a linear injection. We only have to show that it is actually
an algebraic homomorphism. We check this only for the product of two arbitrary
elements of the basis of CG. For all g1, g2, h ∈ G, we have

δg1 ∗ δg2(h) =
∑

s∈G

δg1(s)δg2(s
−1h)

= δg2(g1
−1h)

=

{
1 g2 = g1

−1h
0 otherwise

= δg1g2(h).

In fact, the image of CG in ℓ1(G) is exactly Cc(G) with convolution product. The
above observation leads us to two easy, but important, conclusions; first, CG is a
dense subalgebra of ℓ1(G) and secondly, δe is the unit element of ℓ1(G). However,
for a general LCG G, L1(G) is unital only if G is discrete.

Theorem 2.2.32. Let G be an LCG with a Haar measure µ. The Banach algebra
L1(G) is unital if and only if G is discrete.

Proof. Let k be the unit of L1(G) and let (fj) be a Dirac net on G. For given
ε > 0, by Lemma 2.2.30, there is j0 such that j0 < j implies ‖fj ∗ k − k‖1 < ε
or equivalently ‖fj − k‖1 < ε. Since ε is arbitrary and the support of fj shrinks
as j→∞, supp(k) = {e} ∪ E, where µ(E) = 0. But k 6= 0, so µ({e}) > 0. This
implies that G is discrete by Proposition 2.2.10. The converse follows from the above
discussion.

We conclude this section by introducing the Fourier transform briefly. Let G
be a locally compact abelian group with a Haar measure µ. A character on G is
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a continuous group homomorphism from G into the group T of complex numbers of
absolute value 1. The set of all characters of G is denoted by Ĝ and it has a natural
group structure as follows:

(ρ1ρ2)(g) := ρ1(g)ρ2(g), ∀ρ1, ρ2 ∈ Ĝ, ∀g ∈ G

(ρ−1)(g) := (ρ(g))−1, ∀ρ ∈ Ĝ, ∀g ∈ G.

The group Ĝ with compact open topology is an LCG. The structure of this
group and its relation to the structure of G is discussed in harmonic analysis. The
key role is played by a mapping L1(G)→C0(Ĝ) named the Fourier transform

defined as follows:

f 7→ f̂

f̂(ρ) :=

∫

G

f(g)ρ(g)δµ(g).

The idea is to represent elements of the rather complicated Banach algebra L1(G)
as elements of the more simple Banach algebra C0(Ĝ). This technique motivates
a number of ideas in representation theory of groups as well as the theory of C∗-
algebras, for example, see the Gelfand transform in Section 3.1.

2.3 The spectrum of elements of a Banach algebra

Definition 2.3.1. Let A be a unital complex algebra. For a ∈ A, the spectrum

of a in A is defined and denoted as follows:

σA(a) := {λ ∈ C; a− λ1 /∈ A×}.

The complement of σA(a) in C is called the resolvent of a in A and is denoted by
ResA(a). If A is non-unital, the spectrum of an element a ∈ A is defined by

σA(a) := σA1
((a, 0)) ∪ {0}.

To simplify the notation, we denote λ1 ∈ A by λ for all λ ∈ C. Also, when
there is no risk of confusion, we drop A from the notation of the spectrum and the
resolvent of an element a ∈ A and shortly write σ(a) and Res(a).

Example 2.3.2. (i) Let a ∈Mn(C). Then the spectrum of a in Mn(C) is the set
of all eigenvalues of a.

(ii) Let X be a compact topological space and let f ∈ C(X). Then σC(X)(f) =
f(X).



32 CHAPTER 2. BANACH ALGEBRAS AND SPECTRAL THEORY

Exercise 2.3.3. Verify the statements in the above example.

Proposition 2.3.4. If A is a unital algebra and a, b ∈ A, then

σA(ab) ∪ {0} = σA(ba) ∪ {0}.

Proof. Let 0 6= λ ∈ ResA(ab) and set u := (ab − λ)−1. Hence abu = uab = 1 + λu,
and from this we obtain

(ba− λ)(bua− 1) = λ

(bua− 1)(ba− λ) = λ.

Thus ba− λ is invertible, and so λ ∈ ResA(ba).

Definition 2.3.5. Let A be a Banach algebra. For every a ∈ A, the spectral

radius of a in A is defined and denoted as follows:

rA(a) := sup{|λ|;λ ∈ σA(a)}.

To simplify the notation, sometimes the spectral radius of a in A is denoted
simply by r(a). Later, we shall show that the spectrum of an element a of a Banach
algebra is not empty and consequently r(a) ≥ 0. In the following proposition, we
find an upper bound for r(a).

Proposition 2.3.6. Let A be a Banach algebra and let a ∈ A. Then r(a) ≤ ‖a‖
and σA(a) is a compact subset of C.

Proof. We can assume that A is unital. Let λ be an element of C such that ‖x‖ < |λ|.
Then

‖1− (1− x/λ)‖ = ‖x/λ‖ < 1.

Thus 1−x/λ is invertible and so x−λ is invertible, namely, λ ∈ ResA(x). This shows
that r(a) ≤ ‖a‖, and so σA(a) is a bounded subset of C. Next, we note that the map
ϕ : C→A defined by λ 7→ a− λ is continuous. Thus the set ResA(a) = ϕ−1(G(A))
is open in C, and so σA(a) is closed. Therefore σA(a) is compact.

Exercise 2.3.7. Let A be an algebra and a ∈ A. If λ ∈ σ(a), then show that
λn ∈ σ(an) for all n ∈ N.

In the rest of this chapter, we use some facts from the theory of holomorphic
(analytic) vector valued functions of one complex variable. This theory is similar to
the elementary theory of complex functions and the interested reader can find more
details about it in Section III.4 of [15].
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Proposition 2.3.8. Let A be a Banach algebra. For every a ∈ A, the sequence
‖an‖1/n converges to r(a).

Proof. We prove the following inequalities:

lim sup
n→∞

‖an‖1/n ≤ r(a) ≤ lim inf
n→∞

‖an‖1/n.

Let λ ∈ σ(a). Then it follows from the above exercise and Proposition 2.3.6
that |λ|n ≤ ‖an‖, for all n ∈ N. Hence r(a) ≤ ‖an‖1/n, for all n ∈ N, which implies
that the right hand side inequality.

For λ ∈ C with |λ| > r(a), we claim the series
∑∞

n=0
an

λn+1 is absolutely con-

vergent. Thus by the nth root test, we must have lim supn→∞

(
‖an‖
λn+1

)1/n
≤ 1. This

clearly implies the left hand side inequality.

To prove the above claim, we first note that the function f(µ) := 1
a−µ

is

holomorphic on Res(a) because of the following discussion. If µ0 ∈ Res(a) and
|µ−µ0| < ‖a−µ0‖, then ‖(a−µ0)−(a−µ)‖ < ‖a−µ0‖, which implies ‖1− a−µ

a−µ0
‖ ≤ 1.

Hence a−µ
a−µ0

is invertible. By computing its inverse and after some simplifications,
we obtain

f(µ) =

∞∑

n=0

(a− µ)n(f(µ0))
n+1.

This power series is convergent over the open neighborhood {µ; |µ−µ0| < ‖a−µ0‖}
of µ0 and shows that f is holomorphic in this neighborhood.

Secondly, we observe that, for λ ∈ C such that |λ| > ‖a‖, the series∑∞n=0
−an

λn+1

is absolutely convergent in norm to f(λ) and this convergence is uniformly over any
neighborhood like {µ; |µ| ≥ ‖a‖ + ǫ} for some ǫ > 0. Therefore this series is the
Laurent expansion of f around ∞. Since f is holomorphic in Res(a), and so in the
neighborhood {µ; |µ| > r(a)}, the above series is absolutely convergent for every λ
in this latter neighborhood as we claimed.

Proposition 2.3.9. Let A be a unital Banach algebra. Then σA(a) is non-empty
for all a ∈ A.

Proof. Given a ∈ A, let f be as above. For every ϕ ∈ A∗, define fϕ := ϕf :
Res(a)→C. Then fϕ is holomorphic. Hence if σ(a) is empty, then fϕ is entire. On
the other hand, it is easy to see that limλ→∞ fϕ(λ) = 0, which implies that fϕ is
bounded. Therefore by the Liouville theorem, see Theorem 10.23 of [40], fϕ is a
constant function. Moreover, fϕ has to be the zero function because of the above
limit. Since this holds for all ϕ ∈ A∗, we conclude f(λ) = 0, for all λ ∈ C. But this
contradicts with the fact that values of f are inverses of some elements of A.
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Corollary 2.3.10. [Gelfand-Mazur] If a Banach algebra A is a division ring, then
it is isomorphic to C.

Proof. Since A is a division ring, it is unital and so it contains a copy of C. For an
arbitrary element a ∈ A, there is some λ ∈ C such that a− λ is not invertible in A
and so it has to be zero because A is a division ring. Hence a ∈ C.

Proposition 2.3.11. Let A be a closed unital subalgebra of a unital Banach algebra
B, i.e. 1B ∈ A. Then for every a ∈ A, we have

∂σA(a) ⊆ σB(a) ⊆ σA(a),

where ∂σA(a) denotes the boundary of σA(a) in C.

Proof. Every invertible element of A is invertible in B too. This implies the right
hand side inclusion. It follows from 2.3.6 that σA(a) is a closed subset of C, so
∂σA(a) ⊆ σA(a). Given λ ∈ ∂σA(a), let {λn} be a sequence in ResA(a) convergent
to λ. Then a − λn→a − λ in A and so in B. If a − λ is invertible in B, then by
continuity of inversion, see Corollary 2.1.22, we obtain (a−λn)

−1→(a−λ)−1. Now,
since A is closed and the sequence {(a− λn)

−1} is in A, its limit, namely (a− λ)−1

belongs to A, that is λ /∈ σA(a). This is a contradiction. Therefore λ ∈ σB(a). This
proves the left hand side inclusion.

2.4 The spectral theory of compact operators

In this section, E and F are two Banach spaces and we are often dealing with
compact operators in K(E, F ) or K(E). For every operator T ∈ B(E, F ), we
denote the kernel of T by N(T ) and the image of T by R(T ).

Definition 2.4.1. Given T ∈ B(E, F ), a complex numbers λ is called an eigen-

value of T if T − λ is not one-to-one. The set of all eigenvalues of T is denoted by
e(T ). For every λ ∈ e(T ), the eigenspace of λ is N(T − λ) and every element of
the eigenspace of λ are called an eigenvector of λ.

Clearly, e(T )⊆σ(T ) for all T ∈ B(E). We shall show that every non-zero
λ ∈ σ(T ) is an eigenvalue of T as well provided that T ∈ K(E).

Proposition 2.4.2. (i) Assume T ∈ K(E, F ) and R(T ) is closed, then T is finite
rank.

(ii) Assume T ∈ K(E) and 0 6= λ ∈ C, then dimN(T − λ) <∞.
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(iii) If E is infinite dimensional and T ∈ K(E) then 0 ∈ σ(T ).

Proof. (i) If R(T ) is closed, then R(T ) is complete, because F is complete. Hence
the map T : E→R(T ) is open by the open mapping theorem, see Theorem
2.0.2. Therefore the image of every ball in E under T is an open set in R(T )
whose closure is compact. This means R(T ) is a locally compact topological
vector space. Hence by Theorem 1.22 of [41], R(T ) is finite dimensional.

(ii) For every x ∈ N(T −λ), we have (T −λ)Tx = T (T −λ)x = 0. Therefore The
map T |N(T−λ) : N(T − λ)→N(T − λ) is well defined. Since λ 6= 0, this map
is onto as well. By (i), since T |N(T−λ) is compact and N(T − λ) is closed, the
image of this map, which is N(T − λ), is finite dimensional.

(iii) If 0 /∈ σ(T ), then T is invertible. By an argument similar to Part (i), one can
show that R(T ) = E is locally compact, and so finite dimensional. But this is
a contradiction. Hence 0 ∈ σ(T ).

Lemma 2.4.3. Let M be a closed subspace of a topological vector space X.

(i) If X is locally convex and dimM < ∞, then there exist a closed subspace N
of X such that X =M ⊕N .

(ii) If dim(X/M) < ∞, then there exist a closed subspace N of X such that
X =M ⊕N .

Proof. (i) Let {e1, . . . , en} be a basis forM and let {α1, · · · , αn} be its dual basis.
Applying the Hahn-Banach theorem 2.0.5, we extend αi to a (bounded) linear
functional on X for all 1 ≤ i ≤ n. Set N := ∩ni=1N(αi). It is straightforward
to check that X =M ⊕N .

(ii) It is an easy linear algebra exercise that there is a finite dimensional N of X
such that X =M ⊕N . Since N is finite dimensional, it is closed in X .

Exercise 2.4.4. Prove that if M and N are two closed subspace of E such that
E = M ⊕ N , then the projections maps π1 : E→M and π2 : E→N are bounded
operators, (Hint: use the closed graph theorem). Therefore if we equip M ⊕N with
the norm ‖m+n‖ := ‖m‖+‖n‖ for all m ∈M and n ∈ N , then π1+π2 : E→M⊕N
is a bounded isomorphism with a bounded inverse.

Exercise 2.4.5. Assume H is a Banach space and T : E→H and S : E→F are
compact operators. Show that T + S : E→H ⊕ F defined by x 7→ Tx + Sx is a
compact operator, where the norm on H ⊕ F is defined as the above example.



36 CHAPTER 2. BANACH ALGEBRAS AND SPECTRAL THEORY

Definition 2.4.6. An operator T ∈ B(E, F ) is called bounded below if there is
an ε > 0 such that ε‖x‖ ≤ ‖Tx‖ for all x ∈ E.

Exercise 2.4.7. Let T ∈ B(E, F ) be a bounded below operator. Then R(T ) is
closed.

Proposition 2.4.8. For every T ∈ K(E) and λ 6= 0, the subspace R(T − λ) is
closed in E.

Proof. By Proposition 2.4.2(ii), N(T − λ) is a finite dimensional closed subspace of
E, and consequently by Lemma 2.4.3, there exists a closed subspace M of E such
that E = N(T − λ) ⊕M . Let S : M→E be the restriction of T − λ to M . Then
S is bounded, one-to-one and R(S) = R(T − λ). Since, E is complete and S is
continuous, in order to prove that R(S) is closed, it is enough to show that S is
bounded below. If it is not bounded below, then there is a sequence {xn} inM such
that Sxn→0 and ‖xn‖ = 1 for all n ∈ N. Since T is a compact operator, there is
a subsequence of {T (xn)}, say {T (xni

)}, converging to some point x0 ∈ E. Since
S = T − λ on M and Sxni

→0, we have

lim
i→∞

λxni
= lim

i→∞
(Txni

− Sxni
) = x0.

This implies x0 ∈ M and Sx0 = limi→∞ λSxni
= 0. Since S is one-to-one, x0 = 0.

But, this contradicts with ‖xni
‖ = 1.

Lemma 2.4.9. Let X be a normed vector space and let M be a subspace of X.
Assume M is not dense in X. For every r > 1, there exists x ∈ X such that
‖x‖ < r and ‖x− y‖ ≥ 1 for all y ∈M .

Proof. Since M is not dense in X , the quotient space X/M is at least one dimen-
sional. Using the quotient norm, it is clear that one can find x1 ∈ X such that
inf{‖x1 − y‖; y ∈ M} = 1. Hence there exists y1 ∈ M such that ‖x1 − y1‖ < r. Set
x := x1 − y1.

Proposition 2.4.10. For given T ∈ K(E) and r > 0, set

er(T ) := {λ ∈ e(T ); |λ| > r}.

Then we have

(i) R(T − λ) 6= E for all λ ∈ er(T ), and

(ii) er(T ) is finite.
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Proof. We first describe a hypothesis which leads to a contradiction. Afterwards,
we shall show that the failure of either one of (i) or (ii) implies our hypothesis, and
so a contradiction. Assume there exist a sequence of closed subspaces Mn of E and
a sequence of scalars λn ∈ er(T ) such that the following conditions hold:

(a) M1  M2  M3  · · · .

(b) T (Mn)⊆Mn, for all n ∈ N.

(c) (T − λn)(Mn+1)⊆Mn, for all n ∈ N.

By Lemma 2.4.9, for every n ≥ 2, there exists yn ∈Mn such that

(2.2) ‖yn‖ < 2 and ‖yn − x‖ ≥ 1, ∀x ∈Mn−1.

Then for n > m ≥ 2, we define

zm,n := Tym − (T − λn)yn.

Conditions (b) and (c) imply that zm,n ∈Mn−1. Hence by (2.2), we have

‖Tyn − Tym‖ = ‖λnyn − zm,n‖ = |λn|‖yn − λn
−1zm,n‖ ≥ |λn| > r.

This shows that the sequence {Tyn} has no convergent subsequence and this con-
tradicts with T being a compact operator.

Assume (i) is false, namely R(T−λ0) = E for some λ0 ∈ er(T ). Set S := T−λ0
and define Mn := N(Sn) for all n ∈ N. Since λ0 is an eigenvalue of T , there
exists 0 6= x1 ∈ M1. Since R(S) = E for all n ∈ N, one can inductively find
xn+1 ∈ Mn+1−Mn such that Sxn+1 = xn. Then S

nxn+1 = x1 6= 0, but Sn+1xn+1 = 0.
This proves Condition (a) in the above. Condition (b) follows from the fact that
ST = TS. Set λn := λ0 for all n ∈ N. Then Condition (c) holds already.

Assume (ii) is false, then there exist a sequence {λn} of distinct elements of
er(T ). For n ∈ N, pick a non-zero eigenvector en of λn and let Mn be the subspace
generated by {e1, · · · , en}. Conditions (a) and (b) follow immediately from the
definition of Mn. For every n ∈ N and x = α1e1 + · · ·+ αn+1en+1 ∈ Mn+1, we have
(T − λn+1)x = α1(λ1 − λn+1)e1 + · · · + αn(λn − λn+1)en ∈ Mn. This shows that
Condition (c) holds too.

In the rest of this section, the adjoint of an operator T ∈ B(X, Y ) between
two topological vector space is the map T ∗ ∈ B(Y ∗, X∗) defined by T ∗ρ := ρT for
all ρ ∈ Y ∗, where X∗ (resp. Y ∗) is the dual space of X (resp. Y ), that is the
vector space of all continuous linear functionals on X (resp. Y ). We recall that the
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locally convex topology on X induced by semi-norms of the form x 7→ |ρ(x)|, where
ρ ∈ X∗ is called the weak topology of X . Similarly, the locally convex topology
on X∗ induced by semi-norms of the form ρ 7→ |ρ(x)|, where x ∈ X , is called the
weak-∗ topology of X∗. When X is a normed space, X∗ := B(X,C) is equipped
with the operator norm, and so it is a normed space as well. We review some of the
properties of dual spaces in the following exercise:

Exercise 2.4.11. Assume X is a normed space.

(i) Using Theorem 3.3 of [41], show that, for every x0 ∈ X , there exists ρ ∈ X∗

such that ρ(x0) = ‖x0‖ and |ρ(x)| ≤ ‖x‖ for all x ∈ X .

(ii) Using Part (i), for every x ∈ X , show that

‖x‖ = sup{|ρ(x)|; ρ ∈ X∗, ‖ρ‖ ≤ 1}.

(iii) Let X∗∗ := (X∗)∗ be the double dual of X . Define θ : X→X∗∗ by θ(x) :=
x∗∗, where x∗∗(ρ) := ρ(x) for all x ∈ X and ρ ∈ X∗. Show that ‖x‖ = ‖x∗∗‖,
and therefore θ is an isometry.

(iv) Let Y be another normed space. For every T ∈ B(X, Y ), show that

‖T‖ = sup{|ρ(Tx)|; x ∈ X, ‖x‖ ≤ 1, ρ ∈ Y ∗, ‖ρ‖ ≤ 1}.

Conclude that ‖T‖ = ‖T ∗‖.

(v) Prove that the weak topology of X is the weakest topology on X for which
every linear functional ρ ∈ X∗ is continuous. Similarly, prove that the weak-
∗ topology is the weakest topology on X∗ for which every element of θ(X) is
continuous.

(vi) Assume X is a Banach space. Show that θ(X) is a closed subspace of X∗∗.
Prove that the members of θ(X) are exactly those linear functionals on X∗

that are continuous with respect to the weak-∗ topology of X∗. In other words,
the dual space of the locally convex topological vector space X∗ with weak-
∗ topology is exactly θ(X).

A subset Y of metric space (X, d) is called totally bounded if, for every
ε > 0, Y lies in a union of finitely many balls of radius ε. The reader can find the
proof of the next theorem in Page 394 of [41].

Theorem 2.4.12. [The Arzelà-Ascoli theorem] Let X be a compact space. Assume
A is a subset of C(X) such that it is
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(i) pointwise bounded, namely {|f(x)|; f ∈ A} <∞ for all x ∈ X, and

(ii) equicontinuous, namely, for every ε > 0 and x ∈ X, there is a neighborhood
U of x such that x′ ∈ U implies |f(x)− f(x′)| < ε for all f ∈ A.

Then A is totally bounded in C(X).

Corollary 2.4.13. Let A be as described in the Arzelà-Ascoli theorem. Then every
sequence in A has a convergent subsequence.

Since the topology of C(X) is induced by the supremum norm, we can rephrase
this corollary by saying that every sequence in A has a uniformly convergent subse-
quence.

Proof. Since C(X) is complete, the closure of A is complete and totally bounded.
This implies that the closure of A is compact, see Theorem 45.1 in [31].

Example 2.4.14. Let E be the Banach space C([0, 1]).

(i) For every K ∈ C([0, 1]× [0, 1]), we define a compact operator TK ∈ K(E) as
follows: For given f ∈ E, we define

TKf(s) :=

∫ 1

0

K(s, t)f(t)dt, ∀s ∈ [0, 1].

In order to show that TKf ∈ E, for every s, s′ ∈ [0, 1], we compute

|TKf(s)− TKf(s
′)| =

∣∣∣∣
∫ 1

0

(K(s, t)−K(s′, t))f(t)dt

∣∣∣∣

≤
∫ 1

0

|K(s, t)−K(s′, t)||f(t)|dt

≤ sup
t∈[0,1]

|K(s, t)−K(s′, t)|‖f(t)‖sup.

Since [0, 1] × [0, 1] is compact, K is uniformly continuous. In particular, for
every ε > 0, there exists a δ > 0 such that |s− s′| < δ implies

|TKf(s)− TKf(s
′)| ≤ sup

t∈[0,1]

|K(s, t)−K(s′, t′)|‖f(t)‖sup < ε‖f(t)‖sup.

This shows that TKf is continuous on [0, 1]. It also shows that TK((E)1) is
equicontinuous. On the other hand, for every f ∈ (E)1, we have

|TKf(s)| ≤
∫ 1

0

|K(s, t)f(t)|dt ≤ ‖K‖sup‖f‖sup ≤ ‖K‖sup.
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This shows that TK((E)1) is pointwise bounded. Therefore by Corollary 2.4.13,
every sequence in TK((E)1) has a convergent subsequence. Hence TK is a
compact operator. This operator is called an integral operator associated

with K and the continuous function K is called the kernel of TK .

(ii) For every f ∈ E, define

V f(s) :=

∫ s

0

f(t)dt, ∀s ∈ [0, 1].

Clearly, V f is continuous, and so V defines a linear map from E into E. Next,
for every s, s′ ∈ [0, 1], we have

|V f(s)− V f(s′)| =
∣∣∣∣∣

∫ s′

s

f(t)dt

∣∣∣∣∣ ≤ |s− s′|‖f‖sup.

This shows that V ((E)1) is equicontinuous and pointwise bounded. Therefore
V is a compact operator on E. This operator is called the Volterra integral

operator on E.

Proposition 2.4.15. An operator T ∈ B(E, F ) is compact if and only if T ∗ ∈
B(F ∗, E∗) is compact.

Proof. Assume T ∈ B(E, F ) is a compact operator. Let {y∗n} be sequence in the
unit ball of F ∗. Since ‖y∗n‖ ≤ 1 for all n ∈ N, this sequence is equicontinuous as
a family of functions on F . Let X be the closure of T (E1), where E1 is the closed
unit ball of E. Then X is compact, and so, for every x ∈ X , the set {|y∗nx|;n ∈ N}
is bounded. By Corollary 2.4.13, the sequence {y∗n} has a uniformly convergent
subsequence, say {y∗ni

}, on X . Now, for every i, j ∈ N, we compute

‖T ∗y∗ni
− T ∗y∗nj

‖ = sup
x∈E1

|T ∗y∗ni
− T ∗y∗nj

(x)|

= sup
x∈E1

|(y∗ni
− y∗nj

)(Tx)‖

= ‖y∗ni
− y∗nj

‖sup→0, as i, j→∞,

where ‖ − ‖sup in the last term is the norm of C(X). This shows that the sequence
{T ∗y∗ni

} is Cauchy, and since F ∗ is complete, it is convergent. Therefore T ∗ is a
compact operator. The converse is proved similarly.

Exercise 2.4.16. Complete the proof of the above proposition.

Assume X is a topological vector space, M is a subset of X and N is a subset
of X∗. We define the annihilator of M as follows:

M⊥ := {ρ ∈ X∗; ρ(x) = 0, ∀x ∈M}.
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Clearly, M⊥ is a subspace of X∗ even when M is not a subspace of X . Furthermore,
it is straightforward to show that M⊥ is closed in weak-∗ topology. Similarly, we
define the annihilator of N as follows:

⊥N := {x ∈ X ; ρ(x) = 0, ∀ρ ∈ N}.

One easily checks that ⊥N is a closed subspace of X .

Proposition 2.4.17. Assume X is a Banach space, M is a subspace of X and N
is a subspace of X∗.

(i) ⊥(M⊥) is the norm closure of M in X.

(ii) (⊥N)⊥ is the weak-∗ closure of N in X∗.

Proof. (i) It is easy to see that ⊥(M⊥) is norm closed and contains M , and so
M⊆⊥(M⊥). Let x0 ∈ X −M . Then using the Hahn-Banach theorem, one
can find a linear functional ρ ∈ X∗ such that ρ(x0) 6= 0 and ρ(x) = 0 for all
x ∈M . Since ρ ∈M⊥, we conclude that x0 /∈ ⊥(M⊥). Thus ⊥(M⊥)⊆M .

(ii) Due to the fact that (⊥N)⊥ is a weak-∗ closed subspace containing N , it con-

tains the weak-∗ closure of N as well. Let ρ0 ∈ X∗ − Ñ , where Ñ denotes
the weak-∗ closure of N . Similar to Part (i), by applying the Hahn-Banach
theorem to X∗, equipped with weak-∗ topology, we find a linear functional α
on X∗ such that α is continuous with respect to the weak-∗ topology of X∗,
α(ρ0) 6= 0 and α(ρ) = 0 for all ρ ∈ N . By Exercise 2.4.11(vi), there exists
some x ∈ X such that θ(x) = α. Hence ρ0(x) 6= 0 and ρ(x) = 0 for all ρ ∈ N .

Therefore ρ0 /∈ (⊥N)⊥. This shows that (⊥N)⊥⊆Ñ .

Remark 2.4.18. It follows from the Hahn-Banach theorem that the elements of E∗

separate points of E, namely, for every x ∈ E, there exists ρ ∈ E∗ such that ρ(x) 6= 0.
Similarly, the elements of E separate points of E∗.

Lemma 2.4.19. Let T ∈ B(E, F ). Then the following statements hold:

(i) N(T ∗) = R(T )⊥.

(ii) N(T ) = ⊥R(T ∗).

(iii) N(T ∗) is weak-∗ closed in F ∗.

(iv) R(T ) is dense in F if and only if T ∗ is one-to-one.
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(v) T is one-to-one if and only if R(T ∗) is weak-∗ dense in X∗.

Proof. (i) ρ ∈ N(T ∗) ⇔ T ∗ρ = 0 ⇔ ρT (x) = 0, ∀x ∈ E ⇔ ρ ∈ R(T )⊥.

(ii) x ∈ N(T ) ⇔ Tx = 0 ⇔ ρ(Tx) = 0, ∀ρ ∈ F ∗ ⇔ T ∗ρ(x) = 0, ∀ρ ∈ F ∗

⇔ x ∈ ⊥R(T ∗).

(iii) It follows from Part (i).

(iv) It follows from Part (i), Proposition 2.4.17(i), and the above remark.

(v) It follows from Part (ii), Proposition 2.4.17(ii), and the above remark.

Proposition 2.4.20. For every T ∈ B(E, F ), the following statements are equiva-
lent:

(i) R(T ) is closed in F .

(ii) R(T ∗) is weak-∗ closed in E.

(iii) R(T ∗) is norm closed in E.

Proof. Assume (i) holds. By Propositions 2.4.19(ii), we have N(T )⊥ = (⊥R(T ∗))⊥,
and by 2.4.17(ii), (⊥R(T ∗))⊥ is the weak-∗ closure ofR(T ∗). Thus N(T )⊥ is the weak-
∗ closure of R(T ∗). Therefore to prove (ii), it is enough to show N(T )⊥⊆R(T ∗). For
0 6= ρ ∈ N(T )⊥, define ρ′ : R(T )→C by ρ′(Tx) := ρ(x). One easily checks that ρ′ is
well defined because ρ ∈ N(T )⊥. Since R(T ) is closed, and consequently complete,
by open mapping theorem, T : E→R(T ) is open. Therefore for every ε > 0, there
is δ > 0 such that ‖Tx‖ < δ implies that ‖x‖ ≤ ε/‖ρ‖. Now, for every x ∈ E such
that ‖Tx‖ < δ, we have

|ρ′(Tx)| = |ρ(x)| ≤ ‖ρ‖‖x‖ ≤ ‖ρ‖ ε

‖ρ‖ = ε.

This shows that ρ′ is continuous. By the Hahn-Banach theorem, ρ′ has an extension
Λ : F→C. Then for every x ∈ E, we have T ∗Λ(x) = Λ(Tx) = ρ′(Tx) = ρ(x). Hence
ρ ∈ R(T ∗).

Clearly, (iii) follows from (ii).

Assume (iii) holds. Let Z denote the norm closure of R(T ). Define S ∈
B(E,Z) by Sx = Tx for all x ∈ E. By Proposition 2.4.19(iv), S∗ ∈ B(Z∗, E∗) is
one-to-one. For every ρ ∈ F ∗ and ρ′ ∈ Z∗ such that ρ|Z = ρ′, we have

T ∗ρ(x) = ρ(Tx) = ρ′(Tx) = ρ′(Sx) = S∗ρ′(x), ∀x ∈ E,
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and therefore T ∗ρ = S∗ρ′. Now, due to the fact that every bounded linear functional
on Z has an extension to whole F , this shows R(T ∗) = R(S∗). Hence R(S∗) is closed,
and consequently complete. Therefore we can apply the open mapping theorem to
the bijective operator S∗ : Z∗→R(S∗) and conclude that its inverse is bounded too.
This means that there is a constant δ > 0 such that δ‖ρ‖ ≤ ‖S∗ρ‖ for all ρ ∈ Z∗.
Now, it follows from this inequality and the following lemma that S(X) = Z. Hence
Z = R(S) = R(T ), and therefore R(T ) is norm closed.

Lemma 2.4.21. Let T ∈ B(E, F ) and let U and V be the open unit balls in E and
F , respectively. Then the following four statements are equivalent:

(i) There is δ > 0 such that δ‖ρ‖ ≤ ‖T ∗ρ‖ for all ρ ∈ F ∗. In other words T ∗ is
bounded below.

(ii) There is δ > 0 such that δV⊆T (U).

(iii) There is δ > 0 such that δV⊆T (U).

(iv) T (E) = F .

Moreover, the same δ works for all first three conditions.

Proof. Assume (i) holds. Since T (U) is convex, closed and balanced, by Theorem
2.0.6, for every y0 ∈ F − T (U), one can find ρ ∈ F ∗ such that |ρ(y)| ≤ 1 for all
y ∈ T (U) and ρ(y0) > 1. Hence for all x ∈ U , we have |T ∗ρ(x)| = |ρ(Tx)| ≤ 1, and
so ‖T ∗ρ‖ ≤ 1. Using (i), we obtain

δ < |δρ(y0)| ≤ δ‖y0‖‖T ∗ρ‖ ≤ ‖y0‖.

Therefore y ∈ T (U) for all y ∈ δV . Hence (i) implies (ii).

Next, assume (ii) holds, then δV⊆T (U) for some δ > 0. For every y1 ∈ V , let
{εn} be a sequence of strictly positive real numbers such that

∑∞
n=1 εn < 1 − ‖y1‖.

This implies that εn→0 as n→∞. Find x1 ∈ E such that ‖x1/δ‖ ≤ ‖y1‖ and
‖y1 − T (x1/δ)‖ ≤ ε1. For n ≥ 2, set yn := yn−1 − T (xn−1/δ) and find xn ∈ E such
that

‖xn/δ‖ ≤ ‖yn‖ and ‖yn − T (xn/δ)‖ < εn.

By this construction, we get two sequences {xn}⊆E and {yn}⊆V such that

‖xn+1/δ‖ ≤ ‖yn+1‖ = ‖yn − T (xn/δ)‖ < εn, ∀n ∈ N.

Therefore yn→0 as n→∞ and we have

∞∑

n=1

‖xn/δ‖ ≤ ‖x1/δ‖+
∞∑

n=1

εn ≤ ‖y1‖+
∞∑

n=1

εn < 1.
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Since E is complete,
∑∞

n=1 xn/δ is convergent to some x ∈ E and ‖x‖ < 1, see
Problem 5.2. Now, we compute

Tx =

∞∑

n=1

T (xn/δ) =

∞∑

n=1

(yn − yn+1) = y1 − lim
n→∞

yn+1 = y1.

This shows that y1 ∈ T (U) and proves (iii).

Assume (iii) holds. For every ρ ∈ F ∗, we have

‖T ∗ρ‖ = sup{|T ∗ρ(x)|; x ∈ U}
= sup{|ρ(Tx)|; x ∈ U}
≥ sup{|ρ(y)|; y ∈ δV } = δ‖ρ‖.

This proves (i).

Finally, we note that (iii) clearly implies (iv), and by open mapping theorem,
(iv) implies (iii).

Exercise 2.4.22. For given T ∈ B(E, F ), show that T is onto if and only if T ∗ is
one-to-one and R(T ∗) is norm closed.

Lemma 2.4.23. Let E be a locally convex topological space and let M0 be a closed
subspace of X. Then we have

dimX/M0 ≤ dimM⊥0 .

Proof. For every positive integer k ≤ dimX/M0, there are vectors x1, · · · , xk in X
such that if we set Mi := 〈x1, · · · , xi〉⊕M0 for all 1 ≤ i ≤ k, then every Mi is closed
by Theorem 1.42 of [41] and M0  M1  M1  · · ·  Mk. Applying the Hahn-
Banach theorem, there are k linear functionals ρ1, · · · , ρk on X such that ρixi = 1
and ρi ∈ M⊥i−1. Since x1, · · · , xk are linearly independent, so are ρ1, · · · , ρk. This
implies the desired inequality.

Theorem 2.4.24. Let T ∈ K(E).

(i) For every non-zero λ ∈ C, the following four numbers are equal and finite:

α := dimN(T − λ),

β := dimE/R(T − λ),

α∗ := dimN(T ∗ − λ),

β∗ := dimE∗/R(T ∗ − λ).

(ii) For every non-zero λ ∈ σ(T ), λ is an eigenvalue of both T and T ∗.
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(iii) The spectrum of T is at most countable and its only possible limit point is 0.

Proof. (i) Set S := T − λ. By Proposition 2.4.8, R(S) is norm closed and, by
Lemma 2.4.19(i), R(S)⊥ = N(S∗). Therefore applying Lemma 2.4.23 for
R(S)⊥⊆E, we obtain

(2.3) β ≤ α∗.

Since R(S) is norm closed, R(S∗) is weak-∗ closed by Proposition 2.4.20. Con-
sidering R(S∗) as a closed subspace of E∗ in weak-∗ topology, it follows from
Exercise 2.4.11(vi) that R(S∗)⊥ = ⊥R(S∗). On the other hand, by Lemma
2.4.19(ii), we have ⊥R(S∗) = N(S). Therefore if we apply Lemma 2.4.23 for
the closed subspace R(S∗), we obtain

(2.4) β∗ ≤ α.

Now, we want to prove

(2.5) α ≤ β.

By Proposition 2.4.2(ii), α is finite. If α > β, then β is finite too and Lemma
2.4.3 implies that there are closed subspaces M,N⊆E such that

(2.6) N(S)⊕M = E = R(S)⊕N.

Using the first equality in (2.6), for every x ∈ E, there are unique x1 ∈ N(S)
and x2 ∈ M such that x = x1 + x2. Define π : E→N(S) by πx := x1. By
Exercise 2.4.4, π is bounded. Also, since dimN = β < α < ∞, there is a
bounded and onto linear map K : N(S)→N such that Kx0 = 0 for some
0 6= x0 ∈ N(S). Clearly, K is a compact operator. Therefore Φ : E→E
defined by Φx := Tx + Kπx is a compact operator, see Exercise 2.4.5. One
easily sees that Φ−λ = S+Kπ. For every x ∈M , πx = 0 and (Φ−λ)x = Sx.
Hence (Φ− λ)(E) = R(S). For every x ∈ N(S), πx = x and (Φ− λ)x = Kx.
Hence (Φ− λ)(N(S)) = K(N(S)) = N . Therefore E = R(S)⊕N⊆R(Φ− λ).
However, (Φ−λ)x0 = Kx0 = 0 shows that λ is an eigenvalue of Φ and since Φ
is a compact operator, Proposition 2.4.10(i) implies that R(Φ− λ) ( E. This
contradiction proves 2.5.

The inequality

(2.7) α∗ ≤ β∗.

follows from Inequality (2.5) and the fact that T ∗ is compact too, see Propo-
sition 2.4.15. Finally, Inequalities (2.3), (2.4), (2.5), and (2.7) show that
α = β = α∗ = β∗ <∞ and complete the proof of (i).
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(ii) Assume a complex number λ 6= 0 is not an eigenvalue of T . Then by (i), we
have

dimN(T − λ) = dimE/R(T − λ) = 0.

Therefore T − λ is one-to-one and onto. By Proposition 2.1.25, T − λ is
invertible and so λ /∈ σ(T ).

(iii) By (ii) and Proposition 2.4.10(ii), the set of all λ ∈ σ(T ) such that λ > r is
finite for all r > 0. Therefore the only possible limit point of σ(T ) is 0 and
σ(T ) is at most countable.

2.5 The holomorphic functional calculus

It is often useful to construct new elements in Banach algebras and operator algebras
with certain properties similar to what one used to work with in elementary calculus.
In operator algebras, various functional calculi provide us with practical methods
to apply certain functions to operators to construct new operators. Polynomial

functional calculus is the most simple functional calculus which works in two
levels; Banach algebras and operator algebras.

Let P (z, z̄) be a complex polynomial of two variables z and z̄ and let T ∈ B(H)
be a bounded operator on a Hilbert space H . Then by substituting z and z̄ with
T and T ∗, respectively, we obtain a new operator which formally we denote it by
P (T, T ∗) and it behaves the same way as the original polynomial P . For example, the
values of the polynomial P (zz̄) = zz̄ = |z|2 are always positive (non-negative) real
numbers, and similarly, the operator constructed by P over an operator T ∈ B(H),
i.e. P (T, T ∗) = TT ∗ is also a positive operator , as it will be explained later.

Let C[z, z̄] denote the algebra of complex polynomials of two variables z and
z̄. Sending z to z̄ defines an involution on this algebra. Then for given T ∈ B(H),
the polynomial functional calculus is a ∗-homomorphism (a homomorphism be-
tween two involutive algebras which preserves the involution) from C[z, z̄] into B(H).
Clearly this definition works for any involutive algebra including arbitrary C∗-
algebras. Since the target of this functional calculus is an operator algebra with
an involution, we had to consider two variables z and z̄ in the domain of the map-
ping to be able to define an involution. However to define polynomial functional
calculus in Banach algebras, one variable is sufficient. Let C[z] be the algebra of
complex polynomials. Given an element a in a Banach algebra A, we define C[z]→A
by sending a polynomial P (z) to P (a). This is the polynomial functional calculus
over an element a ∈ A and it is a homomorphism of algebras.
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As for generalizing this functional calculus, it is tempting to consider conver-
gent power series, like

∑∞
n=0 cnz

n, and define the functional calculus for them. It
works when the series

∑∞
n=0 cn‖a‖n is convergent in the Banach algebra, for example,

the exponential of a ∈ A is defined by ea =
∑∞

n=0 a
n/n!. The exponential function

is an entire function, that is why it can be applied to every element of a Banach
algebra. More general holomorphic functions can only be applied to those elements
whose spectrum is contained in the domain of the function.

Let A be a unital Banach algebra and a ∈ A. Let f be a holomorphic function
on an open set Uf containing σ(a). Assume γ =

∑k
j=1 γj is a finite collection of

smooth simple closed curves in Uf whose interiors contains σ(a). The existence of
such a finite collection of curves follows from the fact that σ(a) is compact. We also
assume these curves are oriented positively with respect to the spectrum, namely
if a piece of the spectrum, say X , is surrounded by γ1, then a person walking on
γ1 always has X on his left. In the proof of Proposition 2.3.8, we proved that the
map λ→(λ − a)−1 is a holomorphic function on Res(a). Hence for every ϕ ∈ A∗,
the function ϕf : λ 7→ f(λ)ϕ((λ− a)−1) is a holomorphic function on Res(a) which
contains the image of γ. Now we can define F : A∗→C by

F (ϕ) :=
1

2πi

k∑

j=1

∫

γj

f(λ)ϕ((λ− a)−1)dλ

Clearly, we have |F (ϕ)| ≤ l‖ϕ‖
2π

sup{|f(λ)|‖(λ − a)−1‖}, where l is the sum of the
lengths of all curves in γ. This shows that F is a bounded functional over A∗.

Let P denote a partition of the curve γ1 with points λ0, λ1, · · · , λn = λ0 ∈
Image(γ1). Since the function λ 7→ f(λ)(λ − a)−1 is continuous, the limit of the
Riemann sum

n∑

i=1

f(λ)(λi − a)−1(λi − λi−1)

exists in A when P varies in the set of partitions of γ1 such that maxi |λi−λi−1|→0.
Let us denote this limit by b1. The same argument holds for the rest of the curves
γ2, · · · , γk. We denote the similar limits by b2, · · · , bk. By continuity of ϕ, it is clear
that F (ϕ) = ϕ( 1

2πi

∑k
j=1 bj), namely F ∈ A and is equal to b := 1

2πi

∑k
j=1 bj . By

Cauchy’s theorem, see Theorems 7.47 and 7.49 of [35], b does not depend on the
curve γ =

∑k
j=1 γj . It also follows from Cauchy’s theorem that if the interior of any

of the curves γ1, · · · , γk does not intersect σ(a) then the corresponding integral is
zero. We denote b by f(a) and symbolically write

f(a) =
1

2πi

∫

γ

f(λ)

λ− a
dλ.
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Here, one final remark is necessary. When Uf consists of several connected com-
ponents. For every component one can choose a single curve enclosing the part of
σ(a) that lies in that component. Therefore to keep our arguments easy to follow,
we usually assume there is only one curve around the spectrum.

Let f and g be two holomorphic functions with domains Uf and Ug. Then
the domains of fg, f + g and any scalar multiplication of f and g contain Uf ∩ Ug.
Therefore the set of all holomorphic functions whose domains contain σA(a) is an
algebra called the algebra of holomorphic functions over σA(a) and is denoted
by HA(a), or simply H(a).

Definition 2.5.1. The mapping H(a)→A, f 7→ f(a) is called the holomorphic

functional calculus over a.

Theorem 2.5.2. With the above notation, the holomorphic functional calculus is
an algebra homomorphism which maps the constant function 1 to 1A ∈ A and maps
the identity function z 7→ z to a ∈ A.

Proof. It is straightforward to check that the holomorphic functional calculus is
linear. Let f, g, Uf and Ug be as described in the above. Let γ1 and γ2 be two
smooth simple closed curves in Uf ∩ Ug enclosing σ(a). We can assume that γ2 lies
in the interior of γ1. Then we have

f(a)g(a) =

(
1

2πi

∫

γ1

f(λ)(λ− a)−1dλ

)(
1

2πi

∫

γ2

g(µ)(µ− a)−1dµ

)

=
−1

4π2

∫

γ2

∫

γ1

f(λ)g(µ)(λ− a)−1(µ− a)−1dλdµ

=
−1

4π2

∫

γ2

∫

γ1

f(λ)g(µ)
1

λ− µ

(
(µ− a)−1 − (λ− a)−1

)
dλdµ

=
−1

4π2

∫

γ2

∫

γ1

f(λ)g(µ)

λ− µ
(µ− a)−1dλdµ

+
1

4π2

∫

γ2

∫

γ1

f(λ)g(µ)

λ− µ
(λ− a)−1dλdµ.

After changing the order of integration, the second term equals

1

4π2

∫

γ1

(∫

γ2

g(µ)

λ− µ
dµ

)
f(λ)(λ− a)−1dλ.

Since g(µ)
λ−µ

is holomorphic in the interior of γ1, by Cauchy’s theorem, the integral∫
γ2

g(µ)
λ−µ

dµ is zero for all λ ∈ γ1. Therefore the second term is zero, and so we have

f(a)g(a) =
1

2πi

∫

γ2

(
1

2πi

∫

γ1

f(λ)

λ− µ
dλ

)
g(µ)(µ− a)−1dµ
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By Cauchy’s integral formula, see Theorem 8.1 of [35], f(µ) = 1
2πi

∫
γ1

f(λ)
λ−µ

dλ. Hence
we obtain

f(a)g(a) =
1

2πi

∫

γ2

f(µ)g(µ)(µ− a)−1dµ = (fg)(a).

This shows two facts: First, the holomorphic functional calculus preserves the mul-
tiplication. Secondly, its image is always a commutative subalgebra of A, because
fg = gf as two holomorphic function.

Let f be the constant function 1 over C. Then for every a ∈ A, we have

f(a) =
1

2πi

∫

γ

(λ− a)−1dλ,

where one can choose γ to be a circle centered at the origin of a reduce greater than
‖a‖. Then for every λ ∈ γ,

∑∞
n=0

an

λn+1 converges uniformly to (λ− a)−1. Hence we
have

f(a) =
1

2πi

∫

γ

∞∑

n=0

an

λn+1
dλ

=
1

2πi

∞∑

n=0

∫

γ

an

λn+1
dλ

= 1A,

where the last step follows from the following lemma. A similar computation shows
that f(a) = a whenever f is the identity function.

Exercise 2.5.3. Prove the last sentence of the above proof.

Lemma 2.5.4. Let C be a circle centered at the origin of radius r. Then

∫

C

1

zn+1
dz =

{
2πi n = 0
0 n 6= 0

Proof. It is a straightforward computation if we apply the change of variable z =
reit.

Theorem 2.5.5. [The holomorphic spectral mapping theorem] Let A be a unital
Banach algebra and a ∈ A. If f is a holomorphic function over a neighborhood
of σ(a), then σ(f(a)) = f(σ(a)). Moreover, if g is a holomorphic function over a
neighborhood of σ(f(a)), then gof(a) = g(f(a)).

Proof. Set b := f(a) and let µ /∈ f(σ(a)). Since the function k(z) := 1
z−µ

is holomor-

phic over C− {µ}, the function h(λ) := 1
f(λ)−µ

is holomorphic over a neighborhood
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of σ(a). Then we have (b− µ)h(a) = h(a)(b− µ) = 1. Thus b− µ is invertible, and
so µ /∈ σ(f(a)). This shows that σ(f(a)) ⊆ f(σ(a)).

Let µ = f(λ0) for some λ0 ∈ σ(a). Since f is holomorphic over a neighborhood,
say Uf , of σ(a), there is a holomorphic function l over Uf such that f(λ) − µ =
(λ− λ0)l(λ) for all λ ∈ Uf . Thus

f(a)− µ = (a− λ0)l(a) = l(a)(a− λ0).

Since a − λ0 is not invertible, f(a) − µ cannot be invertible either. This show
f(σ(a)) ⊆ σ(f(a)).

Now, let γ1 and γ2 be two smooth simple closed curves in C such that γ2
lies inside of the domain of g enclosing σ(f(a)) and γ1 lies in the domain of f and
encloses f−1(γ2). Then we have

gof(a) =
1

2πi

∫

γ1

gof(λ)(λ− a)−1dλ

=
−1

4π2

∫

γ1

(∫

γ2

g(µ)(µ− f(λ))−1dµ

)
(λ− a)−1dλ

=
−1

4π2

∫

γ2

g(µ)

(∫

γ1

(µ− f(λ))−1(λ− a)−1dλ

)
dµ

=
−1

4π2

∫

γ2

g(µ)(µ− f(a))−1dµ

= g(f(a)).

Exercise 2.5.6. Let A be a unital Banach algebra.

(i) For given a ∈ A, show that the definition of exponential map of a by holomor-
phic functional calculus is equivalent to its definition by the series

∑∞
n=0

an

n!
.

(ii) If a and b are two elements of A such that ab = ba, then show that ea+b = eaeb,
and conclude that e−a = (ea)−1.

By the above exercise, the image of the exponential map lies in A×. Moreover,
for every a ∈ A, it defines a one parameter subgroup in A× by ρa : R→A×, t 7→ eta.

Proposition 2.5.7. Let A be a unital Banach algebra and U ⊆ C be an open set.
Then the set

EU := {a ∈ A; σA(a) ⊆ U}
is an open subset of A.
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Proof. Set U c := C − U . For a ∈ EU , the function U c→A, λ 7→ (a − λ)−1, is
continuous and limλ→∞ ‖(a − λ)−1‖ = 0. Hence supλ∈Uc ‖(a − λ)−1‖ < ∞, and so
δ := infλ∈Uc

1
‖(a−λ)−1‖

> 0. If ‖a − b‖ ≤ δ, then ‖(a − λ) − (b − λ)‖ < 1
‖(a−λ)−1‖

for

all λ ∈ U c. Thus by Proposition 2.1.21, (b− λ) is invertible for all λ ∈ U c. In other
words, σA(b) ⊆ E, or equivalently, b ∈ EU .

2.6 Problems

Problem 2.1. Find an example for a linear map T between two Banach spaces such
that the rank of T is finite, but T is not bounded.

Problem 2.2. Let A be a unital involutive Banach algebra. Prove that σ(a∗) = σ(a)
for all a ∈ A.

Problem 2.3. Let B be a unital Banach subalgebra of a unital Banach algebra A.
For every b ∈ B, show that rA(b) = rB(b).

Problem 2.4. Assume A is an involutive Banach algebra. Show that every left unit
in A is a unit element of A.

Problem 2.5. Find an example for a unital Banach algebra A with two elements
a, b ∈ A such that ab = 1 but ba 6= 1. (Hint: Consider A = B(ℓ2(N)), the bounded
operators on ℓ2(N).)
Problem 2.6. Find a sequence {en} of non-negative integrable functions on R such
that supp(en)⊆[−1/n, 1/n] and

∫
R en(x)dx = 1 for all n ∈ N. Show that {en} is an

approximate unit for the Banach algebra L1(R).
Problem 2.7. Let {cn} be a sequence of complex numbers. Define an operator
T : B(ℓ2(N))→B(ℓ2(N)) by T (f)(n) := cnf(n) for all f ∈ B(ℓ2(N)) and n ∈ N.
Prove the following statements:

(i) T is a well defined bounded operator if and only if {cn} is bounded.

(ii) T is an invertible operator if and only if there is a ε > 0 such that |cn| > ε for
all n ∈ N. When T is invertible, describe its inverse.

(iii) T is a compact operator if and only if cn→0.

(iv) σ(T ) = {cn;n ∈ N}.

(v) For n ∈ N, let Tn be the operator defined by the sequence {cn,m}m∈N, where

cn,m :=

{
1 m ≤ n
0 m > n

Then the sequence {Tn} is an approximate unit for K(ℓ2(N)).
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Problem 2.8. Let A be a unital Banach algebra such that ‖1‖ = 1.

(i) For given a ∈ A such that ‖a‖ ≤ 1, show that there is a continuous path
γ : [0, 1]→A× such that γ(0) = 1 and γ(1) = (1− a)−1.

(ii) Show that, for every a ∈ A×, there is ε > 0 such that for every b ∈ A satisfying
‖a− b‖ < ε there is a continuous path in A× connecting a to b.

(iii) Define

G0 :=

{
n∏

i=1

αi;n ∈ N, ∀i, αi = (1− x)−1 orαi = 1− x, for some ‖x‖ < 1

}
.

Prove that G0 is an open subgroup of A×.

(iv) Prove that G0 is the connected component of A× containing 1.

(v) Prove that G0 is normal in A×, and consequently, A×/G0 is a discrete group.

Problem 2.9. Assume E is a Banach space. Prove that F (E) is not closed in B(E),
unless E is finite dimensional.

Problem 2.10. Let E and F be two Banach spaces.

(i) Show that T ∈ F (E, F ) if and only if T ∗ ∈ F (F ∗, E∗).

(ii) Show that T is an isometric isomorphism if and only if T ∗ is an isometric
isomorphism.

(iii) Let σ and τ be the weak-∗ topologies on E∗ and F ∗, respectively. Prove that
S : (E∗, σ)→(F ∗, τ) is a continuous linear map if and only if there is T ∈
B(E, F ) such that S = T ∗.

(iv) For T ∈ B(E, F ), assume R(T ) is closed. Show that

(a) dimN(T ) = dimE∗/R(T ∗),

(b) dimN(T ∗) = dimF/R(T ).

This generalizes the equalities α = β∗ and α∗ = β in Theorem 2.4.24.

Problem 2.11. Set X := L1([0, 1]). Then X∗ = L∞([0, 1]), see Theorem 6.15 of
[19]. Describe the weak-∗ topology of X∗ using integrations on [0, 1]. For given
T ∈ B(X,E), prove that if R(T ∗) contains all continuous functions on [0, 1], then T
is one-to-one.
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Problem 2.12. Let E be a Banach space, S ∈ B(E) and T ∈ K(E). Prove that
S(1− T ) = 1 if and only if (1− T )S = 1. In this case, show that 1− (1− T )−1 is a
compact operator.

Problem 2.13. Let E and F be Banach spaces. Prove that a subset A⊆B(E, F ) is
equicontinuous if and only if there exists M <∞ such that ‖T‖ ≤M for all T ∈ A.

Problem 2.14. Let E and F be Banach spaces. Use the Arzelà-Ascoli theorem,
2.4.12, and Corollary 2.4.13 to show that K(E, F ) is closed in B(E, F ).

Problem 2.15. Let E be a Banach space. Show that if T ∈ K(E) is an idempotent,
i.e. T 2 = T , then T ∈ F (E).

Problem 2.16. Let E and F be two Banach spaces and T ∈ B(E, F ). Show that
if R(T ∗) = N(T )⊥, then R(T ) is closed.

Problem 2.17. Let E and F be two Banach spaces. Prove that the subset of all
onto operators in B(E, F ) is open.

Problem 2.18. Let E be a Banach space and let T ∈ B(E). Prove that λ ∈ σ(T )
if and only if there exists a sequence {xn} in E such that ‖xn‖ = 1 for all n ∈ N
and limn→∞ ‖Txn − λxn‖ = 0.

Problem 2.19. Assume E is a Banach space, T ∈ K(E), and λ 6= 0. Set S := T−λ.

(i) Prove that there is some n ∈ N such that N(Sn) = N(Sn+1).

(ii) For n ∈ N satisfying (i), prove that N(Sn) = N(Sn+k) for all k ∈ N.

(iii) Let n be the smallest natural number satisfying (i). Prove that dimN(Sn) is
finite and E = N(Sn) ⊕ R(Sn). Moreover, show that the restriction of S to
R(Sn) is a bijective mapping from R(Sn) onto itself.

Problem 2.20. Let X be a compact subset of C and let a ∈ C(X) be the identity
map, i.e. a(z) = z for all z ∈ C. Show that the holomorphic functional calculus over
a, i.e. the map H(a)→C(X), is actually the inclusion of the algebra of holomorphic
functions on a neighborhood of X into the algebra of continuous functions on X .
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Chapter 3

The Gelfand duality

We begin our journey in abstract C∗-algebras with a thorough study of commutative
C∗-algebras in this chapter. Our main goal here is to show that every commutative
C∗-algebra A can be realized as the C∗-algebra of continuous functions at infinity
over some locally compact and Hausdorff topological space, denoted by Ω(A), which
is intrinsically associated to A. This topological space is nothing but the space of
all characters of A, or in other words, the space of all non-zero continuous homo-
morphisms from A into C. Every such a homomorphism is also a functional on A,
and therefore Ω(A) is a subset of A∗, the dual space of A. This realization gives us
a way to topologize Ω(A) by inducing the weak-∗ topology of A∗. Also, the natu-
ral inclusion of A into A∗∗, the double dual space of A, suggests considering every
element of A as a continuous function over Ω(A). This is the core of the famous
Gelfand transform which, generally, maps a given commutative Banach algebra A
into the C∗-algebra C0(Ω(A)). As one notices the original setting of the Gelfand
transform goes beyond the theory of C∗-algebras and includes Banach algebras. But
the theory finds its edge when it is restricted to C∗-algebras, because in this case,
the Gelfand transform is always an isometric isomorphism. Besides many applica-
tions of the Gelfand transform in the theory of commutative Banach algebras and
specifically commutative C∗-algebras, it also gives rise to a very important tool in
the abstract theory of C∗-algebras, namely the continuous functional calculus.

In Section 3.2, we study the continuous functional calculus and some of its
corollaries. For instance, we show that every injective ∗-homomorphism between
two C∗-algebra is an isometry. This shows that the C∗-norm of a C∗-algebra is
unique. In other words, the analytical structure of a C∗-algebra is closely related
to its algebraic structure. It is also proved that the continuous functional calculus
is consistent with the holomorphic functional calculus. More applications of the
continuous functional calculus are given in Chapter 4.

55
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We return to the Gelfand theory in Section 3.3 and prove that the corre-
spondence between commutative C∗-algebras and locally compact and Hausdorff
topological spaces is actually an equivalence of categories provided that we choose
the sets of morphisms carefully.

3.1 The Gelfand transform

In this section, we assume A is a Banach algebra, and by an ideal, we mean a two
sided ideal.

Definition 3.1.1. An ideal m of A is called proper if m 6= A. A proper ideal m of
A is called a maximal ideal of A if it is not contained in any other proper ideal of
A.

Exercise 3.1.2. Let A be unital.

(i) Assume m is a proper ideal of A. Show that it contains no invertible element
of A.

(ii) Show that if m is an ideal (resp. a proper ideal) of A, then so is its closure.

(iii) Show that every maximal ideal of A is closed.

Definition 3.1.3. Let A and B be two Banach algebras.

(i) A homomorphism from A into B is a continuous linear map ϕ : A→B such
that ϕ(ab) = ϕ(a)ϕ(b) for all a, b ∈ A.

(ii) A homomorphism which is not necessarily continuous is called an algebraic

homomorphism.

(iii) When A and B are involutive, ϕ is called a ∗-homomorphism if ϕ(a∗) =
ϕ(a)∗ for all a ∈ A.

(iv) An isomorphism from A into B is a one-to-one and onto homomorphism
such that its inverse is also continuous.

(v) An isometry from A into B is a homomorphism ϕ which preserves the norm,
that is ‖ϕ(a)‖ = ‖a‖ for all a ∈ A. When an isomorphism preserves the norm,
it is called an isometric isomorphism.

One notes that every isometry is one-to-one.



3.1. THE GELFAND TRANSFORM 57

Proposition 3.1.4. Let m be a closed ideal of A. Then A/m equipped with the
quotient norm is a Banach algebra and the quotient map π : A→A/m is a homo-
morphism.

Proof. The quotient map is clearly an algebraic homomorphism. Also we know from
functional analysis that A/m is a Banach space and π is continuous, see Theorem
1.41 of [41]. In fact, ‖π‖ ≤ 1. We only need to show that the quotient norm is
sub-multiplicative. For given a, b ∈ A and for every ε > 0, by the definition of
the quotient norm, there exist m,n ∈ m such that ‖a + m‖ ≤ ‖π(a)‖ + ε and
‖b+ n‖ ≤ ‖π(b)‖+ ε. Since (a +m)(b+ n) ∈ ab+m, we have

‖π(a)π(b)‖ = ‖π((a+m)(b+ n))‖
≤ ‖(a+m)(b+ n)‖
≤ ‖a+m‖‖b+ n‖
≤ ‖π(a)‖‖π(b)‖+ ε(‖π(a)‖+ ‖π(b)‖+ ε).

This holds for every ε, and so it implies the desired inequality.

Definition 3.1.5. Let A be commutative and let m be an ideal of A. An element
e ∈ A is called a unit modulo m if its image ē in A/m is the unit of A/m, i.e.
ea− a ∈ m and ae− a ∈ m for all a ∈ A. An ideal m of A is called regular if there
exists a unit modulo m in A.

Lemma 3.1.6. Let A be as above. If m is a proper ideal of A and e ∈ A is a unit
modulo m, then inf{‖e− a‖; a ∈ m} ≥ 1.

Proof. If ‖e − a‖ < 1 for some a ∈ m, then the power series b :=
∑∞

n=1(e − x)n

converges and we have b = (e − a)b + e − a = eb − ab + e − a. Hence e = (ab +
a) − (eb − b) ∈ m. By the definition of e, we deduce that m = A, which is a
contradiction.

Using the above lemma, one can repeat Parts (ii) and (iii) of Exercise 3.1.2 for
non-unital commutative Banach algebras too.

Proposition 3.1.7. Every regular and proper ideal of a commutative Banach algebra
A is contained in a regular maximal ideal of A.

Proof. This statement follows from a routine argument based on Zorn’s lemma and
is left to the reader.

Corollary 3.1.8. Let A be unital and commutative. For every non-invertible ele-
ment a ∈ A, there exists a maximal ideal of A containing a.
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Let A be commutative and let m be a regular maximal ideal of A. The quotient
algebra A/m is a field and by the Gelfand-Mazur theorem, Corollary 2.3.10, it
has to be isomorphic to the field C of complex numbers. Since the only algebra
automorphism of C is identity, the isomorphism A/m→C is uniquely determined
by m. Therefore by combining this isomorphism with the quotient map A→A/m,
we get a homomorphism uniquely defined by m. In other words, we correspond
a homomorphism ωm : A→C to each regular maximal ideal m in A. There is a
reverse correspondence too. To each non-zero homomorphism ω : A→C, we simply
associate its kernel, mω := kerω. One notes that since C is a simple and unital
algebra, mω is a regular maximal ideal of A. This discussion is summarized in the
following proposition.

Proposition 3.1.9. Assume A is a commutative Banach algebra. Let M(A) denote
the set of all regular maximal ideals of A and let Ω(A) denote the set of all non-zero
homomorphisms from A into C. Then the mappings M(A)→Ω(A), m 7→ ωm, and
Ω(A)→M(A), ω 7→ mω, are inverse of each other.

Proof. By the definition, it is clear that mωm
= ker(ωm) = m for every regular

maximal idea m in A. For ω ∈ Ω(A), the mapping A/Kerω→C defined by [a] 7→
ω(a) for all a ∈ A is an isomorphism. Thus by combining this isomorphism with
the quotient map A→A/Kerω, we obtain a homomorphism from A into C, which
is exactly ω. This means ωmω = ω.

One notes that if a homomorphism ϕ : A→C is non-zero, then ϕ(1A) = 1 and
ϕ(a) 6= 0 for all a ∈ A×. Now, we are going to prove that these two conditions are
sufficient for a linear map ϕ : A→C to be a homomorphism.

Lemma 3.1.10. Let f be an entire function over C and let f(0) = 1, f ′(0) = 0,
and 0 < |f(λ)| < e|λ| for all λ ∈ C. Then f(λ) = 1 for all λ ∈ C.

Proof. Since f has no zero, f ′(z)
f(z)

is an entire function, and consequently, it has an
anti-derivative, say g. Considering the aforementioned initial conditions of f , we
have f = exp(g), g(0) = g′(0) = 0, and Re|g(λ)| ≤ |λ| for all λ ∈ C. For given
positive real number r, this inequality implies that |g(λ)| ≤ |2r−g(λ)| for all |λ| ≤ r.
Then it is clear that the function

hr(λ) :=
r2g(λ)

λ2(2r − g(λ))

is holomorphic in the domain {λ; 0 < |λ| < 2r}. It is also holomorphic at 0,
because (2r − g(0)) 6= 0 and the Taylor expansion of g at zero can be divided by
λ2. Therefore hr(λ) is holomorphic in the disc {λ; |λ| < r}. Now, by the maximum
modulus theorem, see Theorem 8.59 of [35], either g is constant or it attains its
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maximum at the boundary of this disc. In the latter case, we note that |hr(λ)| ≤ 1
for all |λ| = r. Thus |hr(λ)| ≤ 1 for all |λ| ≤ 1. If we fix λ and let r→∞, then
we must have g(λ) = 0. This is true for every λ ∈ C and implies the desired
conclusion.

Proposition 3.1.11 (Gleason, Kahane, Zelazko). Let A be a unital Banach algebra,
(not necessarily commutative). Let ϕ : A→C be a linear map such that ϕ(1A) = 1
and ϕ(a) 6= 0 for all a ∈ A×. Then ϕ is a homomorphism.

Note that the continuity of ϕ is not a part of the hypothesis, but it follows
from the proof.

Proof. Let N denote the kernel of ϕ. Since A = N ⊕ C as a vector space, for
arbitrary a, b ∈ A, we can find x, y ∈ N such that a = x + ϕ(a) and b = y + ϕ(b).
Thus we have ab = xy + xϕ(b) + yϕ(a) + ϕ(a)ϕ(b). Since ϕ(1) = 1, by applying ϕ
to the both sides of this identity, we obtain ϕ(ab) = ϕ(xy)+ϕ(a)ϕ(b). Therefore to
prove that ϕ is an algebraic homomorphism, it is enough to show that ϕ(xy) = 0
for all x, y ∈ N . First, we claim that ϕ(x2) = 0 for all x ∈ N .

Since N contains no invertible elements, ‖1 − x‖ ≥ 1 for all x ∈ N . Hence
|ϕ(λ−x)| = |λ| ≤ ‖λ−x‖ for all x ∈ N and λ ∈ C. This shows that ϕ is continuous
and its norm is less than or equal 1.

Now, fix x ∈ N . Without loss of generality, we can assume that ‖x‖ = 1.
Define

f(λ) :=
∞∑

n=0

ϕ(xn)λn

n!
, ∀λ ∈ C.

Since |ϕ(xn)| ≤ ‖xn‖ ≤ ‖x‖n = 1, f is entire and |f(λ)| ≤ exp(|λ|) for all λ ∈
C. Also, f(0) = ϕ(1) = 1 and f ′(0) = ϕ(x) = 0. Moreover, one observes that
f(λ) = ϕ(exp(λx)) for all λ ∈ C. But the image of the exponential map lies in A×,
so f(λ) 6= 0 for all λ ∈ C. Now, by Lemma 3.1.10, f ′′(0) = 0 , and consequently,
ϕ(x2) = 0, which proves our claim.

Setting a = b in the equation ϕ(ab) = ϕ(xy) +ϕ(a)ϕ(b), we get ϕ(a2) = ϕ(a)2

for all a ∈ A. By replacing a with a + b in this equation, we obtain ϕ(ab + ba) =
2ϕ(a)ϕ(b). This shows that if x ∈ N and y is an arbitrary element of A, then
xy + yx ∈ N . Applying this fact to the identity

(xy − yx)2 + (xy + yx)2 = 2(x(yxy) + (yxy)x),

we conclude (xy − yx)2 ∈ N for all x ∈ N . This amounts to ϕ(xy − yx) = 0. By
adding this equation to ϕ(xy + yx) = 0, we get 2ϕ(xy) = 0 whenever x ∈ N , and
this completes the proof.
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Let (A∗)1 denote the (norm) closed unit ball of the dual space A∗, namely the
set of all bounded linear maps from A into C of norm less than or equal to 1.

Proposition 3.1.12. Let A be a commutative Banach algebra. Then

(i) Ω(A) ⊂ (A∗)1, and

(ii) Ω(A) is a locally compact set in the weak-∗ topology of A∗. Moreover, Ω(A) is
compact if A is unital.

Proof. (i) This follows from Proposition 3.1.11, but we also give a simple proof.
Given ω ∈ Ω(A) and for every a ∈ A and n ∈ N, we have |ω(a)| = |ω(an)|1/n ≤
‖ω‖1/n‖an‖1/n. Thus |ω(a)| ≤ limn→∞ ‖ω‖1/n‖an‖1/n = r(a) ≤ ‖a‖. Therefore
‖ω‖ ≤ 1.

(ii) Set Ω′(A) := Ω(A)∪{0}. Let {ωi} be a net in Ω′(A) convergent to a functional
ω0 ∈ (A∗)1 in the weak-∗ topology. For every a, b ∈ A, we have

ω0(ab) = lim
i
ωi(ab) = lim

i
ωi(a)ωi(b) = lim

i
ωi(a) lim

i
ωi(b) = ω0(a)ω0(b).

This shows that Ω′(A) is closed in weak-∗ topology. On the other hand, by
the Banach-Alaoglu’s theorem, see Theorem 2.0.4, A∗1 is compact in weak-
∗ topology. Hence Ω′(A) is compact, and consequently Ω(A) is a locally com-
pact subset of A∗1.

If A is unital, then ω(1) = 1 for all ω ∈ Ω(A). Hence 0 is an isolated point in
Ω′(A), which means Ω(A) is compact.

Remark 3.1.13. (i) In the above proof, we actually proved that if X ⊆ Ω(A) is
closed and 0 does not belong to its boundary in the weak-∗ topology of A∗,
then X is compact.

(ii) One also notes that weak-∗ topology on A∗ is a locally convex topology defined
by a separating set of functionals, and so it is Hausdorff, see Theorem 3.10 of
[41]. Therefore Ω(A) is always Hausdorff.

Definition 3.1.14. Let X be a locally compact Hausdorff topological space. Con-
sider a point outside of X and denote it by ∞. Set X∞ := X ∪ {∞}. To topologize
X∞, we define the collection of all open subsets of X∞ to be all sets of the following
types:

(i) U , where U is an open subset of X ,
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(i) O ⊆ X∞, where X∞ −O is a compact subspace of X .

Then the topological space X∞ is compact and is called the one-point (or Alexan-

drov) compactification of X . The point∞ is usually called the point at infinity
of X .

For example, one easily observes that T = {z ∈ C; |z| = 1} is homeomorphic
to the one point compactification of R. More generally, Sn = {x ∈ Rn+1; ‖x‖ = 1} is
homeomorphic to the one-point compactification of Rn. WhenX is already compact,
one notes that X∞ is nothing but the disjoint union of X with the one point set
{∞}, (discuss both the unital and non-unital cases).

Exercise 3.1.15. Let A be a commutative Banach algebra and let Ω′(A) be as the
proof of Proposition 3.1.12. Show that Ω′(A) is the one-point compactification of
Ω(A).

The following propositions illustrates the relationship of one-point compactifi-
cation of a topological space X and unitization of the commutative Banach algebra
C0(X).

Proposition 3.1.16. Let X be a locally compact and Hausdorff topological space.
There is a canonical isomorphism between C0(X)1 and C(X∞).

Proof. We extend every f ∈ C0(X) to X∞ by defining f(∞) = 0 and denote it
again by f . Let e ∈ C(X∞) be the constant function 1. Define ι : C0(X)1→C(X∞)
by (f, λ) 7→ f + λe for all (f, λ) ∈ C0(X)1. It is an easy exercise to check that ι is
an algebraic isomorphism. For (f, λ) ∈ C0(X)1, we have

‖ι(f, λ)‖sup = sup
x∈X∞

|f(x) + λ| ≤ sup
x∈X

|f(x)|+ |λ| = ‖(f, λ)‖.

This shows that ι is continuous. On the other hand, for every x ∈ X we have
|f(x)| ≤ |λ|+ |f(x) + λ|. Thus we get

‖(f, λ)‖ = sup
x∈X

|f(x)|+ |λ|

≤ sup
x∈X∞

|f(x) + λ|+ 2|λ|

≤ sup
x∈X∞

|f(x) + λ|+ 2|f(∞) + λ|

≤ 3 sup
x∈X∞

|f(x) + λ|

= 3‖ι(f, λ)‖sup.

This proves that the inverse of ι is continuous as well.
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We note that ι is not an isometry, but its restriction to C0(X) is. The reason
for this phenomenon is that the norm on C0(X)1 is not a C∗-norm, but the norm
on C(X∞) is. We shall come back to this issue in Exercise 3.2.14.

Definition 3.1.17. Let A be a commutative Banach algebra.

(i) The topological space Ω(A) is called the spectrum of A and its elements are
called characters of A.

(ii) For every a ∈ A, we define â ∈ Ω(A) by â(ω) := ω(a) for all ω ∈ Ω(A). The
mapping G : A→C0(Ω(A)) sending a to â is called the Gelfand transform.

Theorem 3.1.18. Let A be a commutative Banach algebra and let a ∈ A.

(i) The Gelfand transform is an algebraic homomorphism.

(ii) If A is unital, then σ(a) = â(Ω(A)), otherwise σ(a) = â(Ω(A)) ∪ {0}.

(iii) r(a) = ‖â‖sup.

(iv) The Gelfand transform is continuous. In fact, ‖â‖sup ≤ ‖a‖ for all a ∈ A.

Proof. (i) Since the weak-∗ topology on A∗ is defined by functionals {â; a ∈ A}, all
functionals, and consequently their restrictions to Ω(A), are continuous in this
topology. On the other hand, for a real number M > 0 and for a ∈ A, the set
{ω ∈ Ω(A); |â(ω)| ≥ M} is closed in the weak-∗ topology. Thus it is compact,
because it does not contains the zero functional. Therefore â ∈ C0(Ω(A)), for
all a ∈ A, in other words, G is well-defined. It is straightforward to see that G
is linear and multiplicative.

(ii) Let A be unital and let a ∈ A. If λ ∈ σ(a), then a− λ is not invertible. Thus
there is a maximal ideal, say m, containing a− λ. This means ωm(a− λ) = 0.
In other words, â(ωm) = ωm(a) = λ. Conversely, if λ = ω(a) = â(ω) for some
ω ∈ Ω(A), then a − λ belongs to the maximal ideal mω. Hence it is not an
invertible element, that is λ ∈ σ(a). The case that A is non-unital follows
from the above case.

(iii) It is clear from part (ii) and the definition of the norm ‖ − ‖sup.

(iii) It is clear from part (iii) and Proposition 2.3.6.
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Assume A is a commutative Banach algebra. To every ϕ ∈ Ω(A), we associate
(ϕ) := ϕ1 ∈ Ω(A1) by defining ϕ1(a, λ) := ϕ(a) + λ for all (a, λ) ∈ A1. Clearly,
ϕ1 is a non-zero homomorphism. But there is still one non-zero homomorphism in
Ω(A1) that is not obtained in this way. It is the homomorphism ϕ∞ : A1→C defined
by ϕ∞(a, λ) := λ.

Exercise 3.1.19. Show that Ω(A1) = (Ω(A)) ∪ {ϕ∞}.

Lemma 3.1.20. With the above notation, the inclusion  : Ω(A)→Ω(A1) is a home-
omorphism onto its image.

Proof. Let (ϕi) be a net in Ω(A) convergent to ϕ in weak-∗ topology. Then for
every (a, λ) ∈ A1, we have ϕi1(a, λ) = ϕi(a) + λ which is obviously convergent to
ϕ(a) + λ = ϕ1(a, λ). Thus ϕi1→ϕ1 in weak-∗ topology, and so  is continuous. A
similar argument works for the continuity of the converse map.

Exercise 3.1.21. With the above notation, show that if A is not unital, then
Ω(A1) is the one point compactification of (Ω(A)). Describe what happens when
A is unital.

Lemma 3.1.22. Let ψ : A→B be an algebraic homomorphism between two com-
mutative Banach algebras such that ψ∗(ϕ) := ϕψ 6= 0 for all ϕ ∈ Ω(B). Then
ψ∗ : Ω(B)→Ω(A) is continuous. Moreover, ψ∗ is a homeomorphism whenever it is
bijective.

Proof. If (ϕi) is a convergent net in the weak-∗ topology of Ω(B), then (ϕioψ) is a
convergent net in the weak-∗ topology of Ω(A) too. Hence ψ∗ is continuous. Now,
assume ψ∗ is bijective. When B is unital, Ω(B) is compact and consequently, ψ∗

is a homeomorphism. When B is not unital, we consider the canonical extension
ψ1 : A1→B1 of ψ defined by ψ1(a, λ) := (ψ(a), λ). Then ψ1

∗ : Ω(B1)→Ω(A1) defined
by ψ1

∗(ϕ1) = ϕ1oψ1 is bijective and continuous and consequently a homeomorphism.
Using the above exercise and the fact that ψ∗ is the restriction of ψ1

∗ to Ω(B), one
concludes that ψ∗ is a homeomorphism.

Definition 3.1.23. Assume A is a commutative Banach algebra. The kernel of the
Gelfand transform G is called the radical of A. If it is {0}, then A is called a
semi-simple commutative Banach algebra.

Remark 3.1.24. Let a be an element of the radical of a commutative Banach algebra
A. Then σA(a) = {0} by Theorem 3.1.18. Since C0(Ω(A)) is a C∗-algebra, the
converse is also true, see Problem 3.2. In other words, the radical of a commutative
Banach algebra A consists of all elements a ∈ A such that σA(a) = {0}.
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The Gelfand transform is especially useful for semi-simple commutative Ba-
nach algebras. Assume A is such an algebra. The Gelfand transform gives rise to a
faithful representation of A as a subalgebra of C0(Ω(A)). If we require also that the
image of the Gelfand transform of A, i.e. Â := {â; a ∈ A}, to be dense in C0(Ω(A)),
we need to impose another condition. A Banach algebra equipped with this extra
condition is called symmetric. Fortunately, every commutative C∗-algebra is both
symmetric and semi-simple.

Definition 3.1.25. An involutive and commutative Banach algebra A is called
symmetric if ϕ(a∗) = ϕ(a) for all ϕ ∈ Ω(A) and a ∈ A.

Proposition 3.1.26. Let A be a symmetric Banach algebra. Then Â is dense in
C0(Ω(A)).

Proof. Since A is symmetric, Â is closed under complex conjugation. Also, Â sep-
arates the points of Ω(A), because, for every ϕ1 6= ϕ2 ∈ Ω(A), there exists some
a ∈ A such that ϕ1(a) 6= ϕ2(a) and so â(ϕ1) 6= â(ϕ2). Finally, we note that since
every ϕ ∈ Ω(A) is non-zero, there is some a ∈ A such that â(ϕ) = ϕ(a) 6= 0. Now,
the Stone-Weierstrass theorem implies that Â is dense in C0(Ω(A)), see Theorem
A.10.1 of [13].

To show every C∗-algebra is symmetric, we need some more definitions.

Definition 3.1.27. Let A be an involutive Banach algebra.

(i) An element a ∈ A is called self-adjoint (or hermitian) if a = a∗. The set of
all self adjoint elements of A is denoted by Ah.

(ii) An element a ∈ A is called normal if aa∗ = a∗a.

(iii) An element a ∈ A is called unitary if aa∗ = a∗a = 1. The set of all unitary
elements of A is a subgroup of A× and is called the unitary group of A and
is denoted by Au.

(iv) An element a ∈ A is called idempotent if a2 = a. The set of all idempotent
elements of A is denoted by Idem(A).

(v) An element a ∈ A is called projection if a2 = a = a∗. The set of all
projections of A is denoted by Proj(A).

(vi) Let A be a C∗-algebra. An element a ∈ A is called positive if a = a∗ and
σA(a) ⊆ [0,∞[. This is denoted by a ≥ 0 and the set of all positive elements
of A is denoted by A+.
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(vii) A subset X of A is called self adjoint if it is closed under the involution of
A.

Most parts of the above definition are still well defined in more general settings.
For example, Parts (i) make sense in every involutive algebra or Part (iv) is the
definition of idempotent elements in any ring. The normal elements play a very
important role in continuous functional calculus in the next section. The following
remark shows how every element of an involutive algebra can be written as a linear
combination of two self adjoint elements.

Remark 3.1.28. Let A be a C∗-algebra or more generally an involutive Banach alge-
bra. For given a ∈ A, define a1 = Re(a) := a+a∗

2
and a2 = Im(a) := a−a∗

2i
. Then it is

easy to see that both a1 and a2 are self-adjoint and a = a1+ia2. The elements Re(a)
and Im(a) are called the real part and the imaginary part of a, respectively.

This decomposition of an arbitrary element to a linear combination of two
self-adjoint elements is particularly useful when we need to reduce the argument to
self-adjoint elements. It is also used directly to state and prove some statements.
For example, consider the following easy exercise:

Exercise 3.1.29. With the notation of Remark 3.1.28, show that a ∈ A is normal
if and only if its real and imaginary parts commute, i.e. a1a2 = a2a1.

Lemma 3.1.30. Let A be an involutive and commutative Banach algebra. Then the
following statements are equivalent:

(i) A is symmetric.

(ii) â∗ = â for all a ∈ A.

(iii) ϕ(a) ∈ R for all ϕ ∈ Ω(A) and a ∈ Ah.

Proof. We only show that (iii) implies (i). The rest of the statements are clear. Let
a ∈ A and let a = a1+ ia2 be the decomposition of a as discussed in Remark 3.1.28.
For every ϕ ∈ Ω(A), we have

ϕ(a) = ϕ(a1) + iϕ(a2) = ϕ(a1)− iϕ(a2) = ϕ(a1 − ia2) = ϕ(a∗).

Proposition 3.1.31. Every commutative C∗-algebra is symmetric.
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Proof. Assume A is a unital commutative C∗-algebra. Let ϕ ∈ Ω(A) and a ∈ Ah.
Consider x, y ∈ R such that ϕ(a) = x+ iy and define at := a+ it for all t ∈ R. Then
we have at

∗at = a2 + t2 and ϕ(at) = x = i(y + t). Now, we have

x2 + (y + t)2 = |ϕ(at)|2 ≤ ‖at‖2 = ‖at∗at‖ = ‖a2 + t2‖ ≤ ‖a‖2 + t2.

Hence x2 + y2 + 1yt ≤ ‖a‖2 for all t ∈ R. This is possible only if y = 0. Therefore
ϕ(a) is a real number. When A is non-unital, the assertion follows from the above
case by passing to Ã, the C∗-unitization of A.

Proposition 3.1.32. Let A be a C∗-algebra and let a ∈ A be a normal element.
Then r(a) = ‖a‖.

Proof. For every self-adjoint element x ∈ A, we have ‖x2‖ = ‖x∗x‖ = ‖x‖2. Hence
we compute

‖a2‖2 = ‖(a2)∗a2‖ = ‖(a∗a)2‖ = ‖a∗a‖2 = ‖a‖4.
Therefore by induction, we get ‖a2n‖ = ‖a‖2n , and consequently, we have

r(a) = lim
n→∞

‖an‖1/n = lim
n→∞

‖a2n‖1/2n = ‖a‖.

Corollary 3.1.33. Let A be a C∗-algebra and let a ∈ A. Then ‖a‖ = r(a∗a)1/2.

This shows the norm of a C∗-algebra is completely determined by its algebraic
structure. Therefore every C∗-algebra has only one C∗-norm. One can deduce this
property also from Corollary 3.2.13.

Theorem 3.1.34. Let A be a commutative C∗-algebra. The Gelfand transform is
an isometric ∗-isomorphism from A onto C0(Ω(A)).

Proof. Since A is commutative all elements of A are normal. Hence for all a ∈ A, we
have ‖a‖ = r(a) = ‖â‖sup. This shows that the Gelfand transform is an isometry and
A is semi-simple. It follows easily from Proposition 3.1.31 and Lemma 3.1.30 that
the Gelfand transform is a ∗-homomorphism. Finally, we note that Â is closed and
dense subalgebra of C0(Ω(A)), because G is isometry and because of Propositions
3.1.26 and 3.1.31. Hence the Gelfand transform must be onto.

In the above discussion, we first associated a locally compact Hausdorff topo-
logical space, i.e. Ω(A), to every commutative Banach algebra A, in particular every
commutative C∗-algebra A. Then using the Gelfand transform, we proved that the
C∗-algebra C0(Ω(A)) is isometrically isomorphic to A. There is also a reverse pro-
cedure starting from a locally compact and Hausdorff topological space which is
explained in the following proposition.
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Proposition 3.1.35. Let X be a locally compact and Hausdorff topological space.
Then the map F : X→Ω(C0(X)) defined as follows is an onto homeomorphism:

x 7→ x̂, x̂(f) := f(x), ∀x ∈ X and f ∈ C0(X).

Proof. Clearly, x̂ is a multiplicative homomorphism from C0(X) into C for all x ∈ X .
Since X∞ is a normal topological space, see Theorems 2.4 and 3.1 of [31], for every
x ∈ X , there exists f ∈ C0(X) such that f(x) 6= 0. Hence x̂ 6= 0 for all x ∈ X . This
shows that F is well-defined.

If x1 and x2 are two points in X such that x̂1(f) = x̂2(f) for every f ∈ C0(X),
then f(x1) = f(x2) for all f ∈ C0(X). Again, using the fact that X∞ is normal
and using the Urysohn lemma, it is only possible when x1 = x2. Therefore F is
one-to-one.

Let ω be an element of Ω(C0(X)). It is easy to see that ω(f) ≥ 0 for every
non-negative function f ∈ C0(X). Hence by the Riesz representation theorem, see
Theorem 5.5.1, there exists a positive Radon measure µ on X such that ω(f) =∫
X
f(x)dµ(x) for all f ∈ C0(X). Thus we have

0 = ω
(
(f − ω(f))(f − ω(f))

)
=

∫

X

|f(x)− ω(f)|2dµ(x).

This means that, for every f ∈ C0(X), f equals to the constant function ω(f) µ-
almost everywhere. Regarding Remark 3.1.36, there is a point x0 ∈ X such that
ω(f) = f(x0) for all f ∈ C0(X). In other words, ω = x̂0 and this shows that F is
onto.

Let (xi) be a net in X convergent to a point x0 ∈ X . Then for all f ∈ C0(X),
we have f(xi)→f(x0), which implies that x̂i→x̂0 in the weak ∗-topology. This
means F is continuous. One easily extends F to a continuous and bijective map
from X∞ onto Ω′(C0(X)), see Exercise 3.1.15. Since X∞ is compact, this extension
is a homeomorphism and so is F .

Let X be a set and consider P (X), the power set of X , as the σ-algebra over
X . For a given point x0 ∈ X , the Dirac measure or point mass at x0 is the
measure δx0 defined by δx0(E) := 1 if x0 ∈ E and δx0(E) := 0 otherwise. The same
names are also applied for smaller σ-algebras than P (X).

Remark 3.1.36. Let X be a locally compact and Hausdorff topological space and let
µ be a positive Radon measure on X . We say x ∈ X is a concentration point of

µ if every open set containing x has non-zero measure. We say µ is concentrated
at a point x0 ∈ X if x0 is the only concentration point of µ. It is easy to see that
if µ is concentrated at a point x0 ∈ X , then µ is equal to a positive multiple of



68 CHAPTER 3. THE GELFAND DUALITY

the Dirac measure or point mass at the point x0. Now, if for every f ∈ C0(X), f
is constant µ-almost everywhere, µ must be concentrated at a point X0 ∈ X . The
reason is that if µ has two concentration points, say x0 6= x1, then using the fact
that X∞ is normal and using the Urysohn lemma, there exist a function f ∈ C0(X)
such that f takes two different values over disjoint neighborhoods of x0 and x1 and
this contradicts with our assumption. Also, a similar argument excludes the case
that µ has no concentration point. Finally, we note that if µ is concentrated at x0,
then

∫
X
f(x)dµ(x) = f(x0) for all f ∈ C0(X).

Remark 3.1.37. Let ψ : X→Y be a continuous map between two compact topo-
logical spaces. Define ψ∗ : C(Y )→C(X) by ψ∗(f) = foψ. It is shown that it
is an ∗-homomorphism. It is worthwhile to note that not every ∗-homomorphism
C(Y )→C(X) comes from a continuous map from X into Y . For example, the
zero homomorphism cannot be obtained in this way. Because, for every y in the
image of ψ, one can define a continuous function f : Y→C such that f(y) = 1.
Then ψ∗(f) 6= 0. One also notes that the compactness of X is important here. To
see this, consider the exponential map e : R→T, t 7→ e2πi. It is continuous, but
e∗ : C(T)→C0(R) is not well defined. Because it sends the constant function 1T
to the constant function 1R which belongs to Cb(R) not C0(R). The zero homo-
morphism ϕ : A→B between two commutative C∗-algebras cause another problem.
Because ϕ∗(ω) = ωϕ = 0 for every ω ∈ Ω(B), so ϕ∗ = 0. Hence ϕ∗ is not even
a well defined map from Ω(B) into Ω(A). Therefore in order to obtain a bijective
correspondence between continuous functions from a locally compact and Hausdorff
space X into another locally compact and Hausdorff space Y and ∗-homomorphism
from C0(Y ) into C0(X), we have to impose some restrictions both on continuous
maps and on ∗-homomorphisms.

Definition 3.1.38. (i) Let A be a C∗-algebra. A net (hλ) in A is called an
approximate unit for A if every hλ is positive and (hλ) is an approximate
unit for A as a Banach algebra, namely ‖hλ‖ ≤ 1 for all λ and both nets (ahλ)
and (hλa) converge to a for all a ∈ A, see also Definition 4.2.1.

(ii) A ∗-homomorphism ϕ : A→B between two C∗-algebras is called proper if the
image of every approximate unit in A under ϕ is an approximate unit in B.

(iii) A continuous map ψ : X→Y between two topological spaces is called proper

if the preimage of every compact subset of Y is compact in X .

Example 3.1.39. Let Σ be the collection of all compact subsets of a locally compact
and Hausdorff space X . Σ is a directed set with respect to inclusion. For K ∈ Σ,
pick a continuous fK : X→[0, 1] vanishing at infinity such that fK(x) = 1 for all
x ∈ K. The reader easily verifies that the net (fK)K∈Σ is an approximate unit for
C0(X). One notes that since X∞ is a normal topological space, the elements of this
net can be chosen from compact support function if needed.
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Proposition 3.1.40. Let ψ : X→Y be a proper continuous map between two locally
compact and Hausdorff topological spaces. The map ψ∗ : C0(Y )→C0(X) defined by
ψ∗(f) = foψ is a proper ∗-homomorphism. When ψ is a homeomorphism, ψ∗ is an
isometric isomorphism.

Proof. For given f ∈ C0(Y ) and for every ε > 0, let K be a compact subset of Y
such that |f(y)| < ε for all y ∈ Y \K. Set K ′ := ψ−1(K). Then K ′ is compact
and |ψ∗(f)(x)| < ε for all x ∈ X\K ′. This shows that ψ∗(f) ∈ C0(X). It is
straightforward to check that ψ∗ is a ∗-homomorphism. One also easily checks
that when ψ is onto, ψ∗ is an isometry and when ψ is a homeomorphism, ψ∗ is an
isomorphism.

Now, Let (fλ)λ∈Λ be an approximate unit in C0(Y ) and let g ∈ C0(X). For
given ε > 0, let K be a compact subset of X such that |g(x)| < ε for every x ∈
X\K. Pick a continuous function α : Y→[0, 1] vanishing at infinity such that
ψ∗(α)(x) = α(ψ(x)) = 1 for all x ∈ K. By definition, there is some λ0 ∈ Λ such
that ‖fλα− α‖sup < ε

‖g‖sup
for all λ ≥ λ0. Then for λ ≥ λ0, we have

‖ψ∗(fλ)g − g‖sup ≤ ‖ψ∗(fλ)ψ∗(α)g − ψ∗(α)g‖sup
+ ‖ψ∗(fλ)g − ψ∗(fλ)ψ

∗(α)g‖sup + ‖ψ∗(α)g − g‖sup
≤ ‖ψ∗(fλ)ψ∗(α)− ψ∗(α)‖sup‖g‖sup
+ 2 sup{|g(x)|; x ∈ X\K}
<

ε

‖g‖sup
‖g‖sup + 2ε = 3ε.

This shows that the net (ψ∗(fλ)) is an approximate unit for C0(X). Hence ψ∗ is
proper.

Exercise 3.1.41. Complete the gaps in the proof of Proposition 3.1.40.

Proposition 3.1.42. Let ψ : A→B be a proper ∗-homomorphism between two C∗-
algebras. Then ψ∗ : Ω(B)→Ω(A) defined by ω 7→ ωψ is a proper continuous map.
It is a homeomorphism if ψ is an isomorphism.

Proof. Let (ai) be an approximate unit in A and let ω ∈ Ω(A). Pick an element a in
A such that ω(a) 6= 0. Then ω(a) = ω(limi aia) = limi ω(ai)ω(a). This implies that
limi ω(ai) = 1. On the other hand, since ψ is proper ψ(ai) is an approximate unit
for B, and so limi ωψ(ai) = 1 for all ω ∈ Ω(B). This implies that ωψ 6= 0 for all
ω ∈ Ω(B). Therefore by applying Lemma 3.1.22, we conclude that ψ∗ is a continuous
map. When ψ is an isomorphism, ψ∗ is bijective, and so is homeomorphism.

If A is unital, then B is unital too. It is clear that ψ∗ is proper in this case.
Assume A is non-unital. Extend ψ to a unital ∗-homomorphism ψ̃ : Ã→B̃. It is
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clear that ψ̃ is still a proper ∗-homomorphism. Therefore ψ̃∗ : Ω(B̃)→Ω(Ã) is a
proper continuous map. But ψ∗ is the restriction of this map to Ω(B), so it proper
too.

We will continue the above results and discussion in Section 3.3, where we will
explain the Gelfand duality.

3.2 The continuous functional calculus

The continuous functional calculus is one of the most important tools in the theory
of C∗-algebras. It is an immediate application of the Gelfand transform and inspires
many similar results in the theory of C∗-algebra.

Let A be a unital C∗-algebra and let a be a normal element of A. Then the
C∗-algebra generated by {a, 1} is a unital commutative C∗-algebra, which we denote
it by C∗(a, 1).

Lemma 3.2.1. Let A and a ∈ A be as above and let B = C∗(a, 1). Then the map
θ : Ω(B)→σA(a) defined by θ(ω) := ω(a) is an onto homeomorphism.

Proof. First, we show that the map θ : Ω(B)→σB(a) is an onto homeomorphism.
Let ω1 and ω2 be two elements of Ω(B) such that ω1(a) = ω2(a). We also know
that ω1(1) = ω2(1) = 1. Hence ω1 and ω2 are equal over every complex polynomial
with two variables a, a∗. The set of all these polynomials is dense in B. Therefore
ω1 = ω2 on B, and so θ is one-to-one. It is easy to see that θ is continuous. Since
Ω(B) is compact θ is a homeomorphism onto its image. Finally, it follows from Part
(ii) of Theorem 3.1.18 that θ is onto.

By Proposition 3.1.40, the homeomorphism θ : Ω(B)→σB(a) gives rise to an
isometric ∗-isomorphism θ∗ : C(σB(a))→C(Ω(B)). We define Φa : C(σB(a))→B by

Φa := G−1oθ∗,
where G is the Gelfand transform from B onto C(Ω(B)). For all f ∈ C(σB(a)), we
denote Φa(f) by f(a). Since the Gelfand transform is an isometry too, Φa is an
isometric ∗-isomorphism from C(σB(a)) onto B, in particular, ‖f‖sup = ‖f(a)‖ for
all f ∈ C(σB(a)).

Now, we prove σA(a) = σB(a). We know from Proposition 2.3.11 that σA(a) ⊆
σB(a). Assume that there exists some λ ∈ σB(a)\σA(a). Then a−λI has an inverse
in A, say b. Pick a real number s > ‖b‖ and define f : C→C by the following
formula:

f(z) :=

{
s if |z − λ| ≤ 1/s

1
|z−λ|

if |z − λ| ≥ 1/s
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Using f , also define g(z) := (z − λ)f(z) for all z ∈ C. Considering f and g as
elements of C(σB(a)), we have ‖f‖sup ≤ s and ‖g‖sup ≤ 1. We compute

‖b‖ < s = f(λ) ≤ ‖f‖sup = ‖f(a)‖
= ‖b(a− λ)f(a)‖ = ‖bg(a)‖
≤ ‖b‖‖g(a)‖ = ‖b‖‖g‖sup
≤ ‖b‖.

This is a contradiction, so σA(a) = σB(a).

Corollary 3.2.2. If C is a unital C∗-subalgebra of a unital C∗-algebra A and a ∈ C,
then σC(a) = σA(a). If A or C are not necessarily unital, then σC(a) ∪ {0} =
σA(a) ∪ {0}.

Proof. First, assume A and C are unital. When a is normal, the statement follows
immediately from the above lemma. For general a ∈ A, let a − λ be invertible
in A. Then both (a − λ)∗(a − λ) and (a − λ)(a − λ)∗ are invertible in A. Since
they are self adjoint, They are invertible in C too. This proves that (a − λ) has
right and left inverses in C, and so it is invertible in C. Therefore σC(a) ⊆ σA(a).
The converse inclusion follows from Proposition 2.3.11. For general A and C, the
statement follows from the above case and the definition of the spectrum in a non-
unital C∗-algebra.

An immediate corollary of the above result is given in the following:

Corollary 3.2.3. Let A be a unital C∗-algebra and let a, b ∈ A. If ab = ba, then we
have

(i) σA(ab) ⊆ σA(a)σA(b),

(ii) σA(a+ b) ⊆ σA(a) + σA(b).

Proof. Let B be the commutative C∗-algebra generated by the set {a, b, 1}. Using
Corollary 3.2.2, it is enough to prove these statements in B. By the Gelfand trans-
form B ≃ C(Ω(B)). Therefore there are f, g ∈ C(Ω(B)) such that â = f and b̂ = g.
Now, the statements follow easily from the fact that σA(x) = x̂(Ω(B)) for every
x ∈ B.

The above corollary shows how the Gelfand transform can be used to reduce
some abstract problems involving commuting elements of a C∗-algebra to problems
about function algebras. This idea is the essence of the continuous functional cal-
culus and will be frequently used in some of the proofs and exercises in the future.
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Theorem 3.2.4. [The continuous functional calculus] Let A be a unital C∗-algebra
and let a ∈ A be a normal element. There exists a unique isometric ∗ -homomorphism
Φa : C(σA(a))→C∗(a, 1) ⊆ A such that Φa(1σA(a)) = 1A and Φa(idσA(a)) = a.

Proof. We already defined Φa in Lemma 3.2.1. Since θ∗(1σA(a)) = 1Ω(B) = G(1A),
by definition, we have Φa(1σA(a)) = 1A. Similarly, for every ω ∈ Ω(B), we have
θ∗(idσA(a))(ω) = idσA(a)(θ(ω)) = ω(a) = â(ω) = G(a)(ω), which means Φa(idσA(a)) =
a.

To prove the uniqueness of Φa, we note that any other ∗-homomorphism with
the above properties is equal to Φa over the complex algebra of all complex polyno-
mials of two variables z and z over σA(a). By the Stone-Weierstrass theorem, see
Theorem A.10.1 of [13], this algebra is dense in C(σA(a)). Now, continuity of such
a ∗-homomorphism implies the uniqueness of Φa.

Exercise 3.2.5. Using the continuous functional calculus show that the spectrum
of every self adjoint element of a C∗-algebra lies in R. See also Proposition 3.2.8 for
another proof.

Remark 3.2.6. The continuous functional calculus is consistent with the holomorphic
functional calculus. To see this, let a be a normal element of a unital C∗-algebra
A and let f be a holomorphic function on a neighborhood U containing σA(a).
Consider a smooth simple closed curve C in U enclosing σA(a). For every λ ∈ C,
the function id−λ is a non-zero function over C, and so it has a continuous inverse
over C. For every ω ∈ Ω(B), we compute

G(f(a))(ω) = f̂(a)(ω) = ω(f(a))

= ω

(
1

2πi

∫

C

f(λ)

λ− a
dλ

)

=
1

2πi

∫

C

ω
(
(λ− a)−1

)
f(λ)dλ

=
1

2πi

∫

C

(λ− ω(a))−1f(λ)dλ

= f(ω(a)) = foθ(ω)

= θ∗(f)(ω) = GoΦa(f)(ω).

In the above computation, θ is the map defined in Lemma 3.2.1. Since G is an
isomorphism, one observes that Φa(f) equals the holomorphic functional calculus of
f .

The above remark and the holomorphic spectral mapping theorem, see Theo-
rem 2.5.5, suggest the following proposition:
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Proposition 3.2.7. [The continuous spectral mapping theorem] Let a be a normal
element of a unital C∗-algebra A and let f be a continuous function on σA(a). Then
f(a) is normal and σA(f(a)) = f(σA(a)). Moreover, if g is a continuous function
over σA(f(a)), then g(f(a)) = gof(a).

Proof. Since C∗(a, 1) is a commutative C∗-algebra, all of its elements are normal.
For convenient, let us denote C(σA(a)) by C. Then it is clear that f ∈ C is invertible
if and only if Φa(f) = f(a) is invertible in C∗(a, 1). Therefore we have

σA(f(a)) = σC(f) = f(σC(idσA(a))) = f(σA(a)).

Since Φa is a ∗-isomorphism, the equality g(f(a)) = gof(a) is true when g is any
complex polynomial of two variable. The general case follows from the continuity of
Φf(a) and the fact that the algebra of these polynomials is dense in C(σ(f(a)).

The following proposition illustrates some applications of the above proposi-
tion:

Proposition 3.2.8. Let A be a unital C∗-algebra.

(i) If u ∈ Au, then σ(u) ⊆ T = {λ ∈ C; |λ| = 1}.

(ii) If a ∈ Ah, then σ(a) ⊆ R.

Proof. (i) We know that ‖u‖2 = ‖uu∗‖ = ‖1‖ = 1, so |λ| ≤ 1 for all λ ∈ σ(u).
On the other hand, ‖u∗‖ = 1. Hence using the continuous spectral mapping
theorem, we have |µ| ≤ 1 for all µ ∈ σ(u∗) = σ(u−1) = (σ(u))−1 = {λ−1;λ ∈
σ(u)}. Thus |λ−1| ≤ 1 for all λ ∈ σ(u), by . Combining these inequalities, we
get |λ| = 1 for all λ ∈ σ(u).

(ii) If a ∈ Ah, then it is easy to see that eia is a unitary element. Assume λ = α+
iβ ∈ σ(a), where α and β are real numbers and β 6= 0. Then by the continuous
spectral mapping theorem, eiλ ∈ σ(eia), but |eiλ| = |eiαe−β| = |e−β| 6= 1. This
contradicts with Part (i).

Proposition 3.2.9. Let ϕ : A→B be a unital ∗-homomorphism between two uni-
tal C∗-algebra and let a ∈ A be normal. Then for every f ∈ C(σA(a)), we have
ϕ(f(a)) = f(ϕ(a)).

Proof. First, we note that ϕ(a) is normal and σB(ϕ(a)) ⊆ σA(a), and so the re-
striction of f to σB(a) is continuous. Define two unital ∗-homomorphisms Φ1,Φ2 :
C(σa(a))→B by

Φ1(f) := ϕ(Φa(f)) = ϕ(f(a)),
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and
Φ2(f) := Φϕ(a)(f |σB(ϕ(a))) = f |σB(ϕ(a))(ϕ(a)).

It is easy to check that they both map 1σA(a) and idσA(a) to 1B and ϕ(a), respectively.
Thus they agree on all polynomials of two variables z and z over σA(a) and since
they are continuous, they agree on all of C(σA(a)).

Proposition 3.2.10. Let A be a C∗-algebra and let K be compact subset of C. Let
AK denote the set of all normal elements of A whose spectrum is contained in K.
If f is a continuous function on K, then the mapping AK→A defined by a 7→ f(a)
is continuous.

Proof. For given f ∈ C(K) and for every ε > 0, by Stone-Weierstrass theorem, there
is some polynomial P of two variables z and z such that supλ∈K |P (λ, λ)−f(λ)| < ε.
For every a ∈ AK , we use the continuous functional calculus of a to conclude that
‖P (a, a∗) − f(a)‖ < ε. Set M := sup{|λ|;λ ∈ K}. Then for every a, b ∈ AK , we
have ‖a‖ ≤ M . Using this, one can find δ > 0 such that ‖P (a, a∗) − P (b, b∗)‖ < ε
for every a, b ∈ AK provided that ‖a− b‖ ≤ δ. Hence we have

‖f(a)− f(b)‖ ≤ ‖f(a)− P (a, a∗)‖+ ‖P (a, a∗)− P (b, b∗)‖+ ‖P (b, b∗)− f(b)‖ < 3ε.

Proposition 3.2.11. Let ϕ : A→B be an algebraic ∗-homomorphism from an in-
volutive Banach algebra A into a C∗-algebra B. Then it is norm decreasing, i.e.
‖ϕ(a)‖ ≤ ‖a‖ for all a ∈ A, and therefore ϕ is continuous.

Proof. If A is not unital, we can extend ϕ to a unital algebraic ∗-homomorphism
from A1 into B̃. Therefore we can assume A is unital. If a − λ is invertible in A,
then ϕ(a)− λ is invertible in B, and therefore

σB(ϕ(a)) ⊆ σA(a), ∀a ∈ A.

This implies that rB(ϕ(a)) ≤ rA(a) for all a ∈ A. Then we have

‖ϕ(a)‖2 = ‖ϕ(a)∗ϕ(a)‖ = ‖ϕ(a∗a)‖
= rB(ϕ(a

∗a)) ≤ rA(a
∗a)

≤ ‖a∗a‖ ≤ ‖a∗‖‖a‖ = ‖a‖2.

Proposition 3.2.12. Let ϕ : A→B be a one-to-one algebraic ∗-homomorphism from
a C∗-algebra A into an involutive Banach algebra B. Then it is norm increasing,
i.e. ‖ϕ(a)‖ ≥ ‖a‖ for all a ∈ A.



3.2. THE CONTINUOUS FUNCTIONAL CALCULUS 75

Proof. Consider a self adjoint element a ∈ A and set b := ϕ(a). Then b is self
adjoint too. Let E denote the C∗-unitization of the C∗-subalgebra generated by a
in A and let F denote the unitization of the involutive Banach subalgebra generated
by b in B. Let φ : E→F denote the unital ∗-homomorphism mapping a into b.
These algebras are both commutative and their spectrums are compact. We define
φ∗ : Ω(F )→Ω(E) by ω 7→ ωφ for all ω ∈ Ω(F ). We claim that φ∗ is onto. If not
there exist ω0 ∈ Ω(E) − φ∗(Ω(F )). Since φ∗(Ω(F )) is compact, there exist two not
identically zero functions f, g ∈ C(Ω(E)) such that fg = 0, f(ω0) = 1 and g = 1
over φ∗(Ω(F )). By using the inverse of the Gelfand transform, we obtain two non-
zero elements c, d ∈ E such that cd = 0, ω(φ(d)) = 1 for all ω ∈ Ω(F ). This implies
that φ(d) does not belong to any maximal ideal of F , so it has to be invertible. But
this contradicts with the facts that φ(c)φ(d) = φ(cd) = 0 and φ(c) 6= 0. Therefore
φ is onto. Now, we compute

‖ϕ(a)‖ = ‖b‖ ≥ r(b)

= sup{|̂b(ω)|;ω ∈ Ω(F )}
= sup{|φ̂(a)(ω)|;ω ∈ Ω(F )}
= sup{|ω(φ(a))|;ω ∈ Ω(F )}
= sup{|φ∗ω(a)|;ω ∈ Ω(F )}
= sup{|ω(a)|;ω ∈ Ω(E)}
= r(a) = ‖a‖.

For arbitrary a ∈ A, we have

‖a‖2 = ‖a∗a‖ ≤ ‖φ(a)∗φ(a)‖ ≤ ‖φ(a)‖2.

Corollary 3.2.13. Every injective ∗-homomorphism between two C∗-algebras is an
isometry.

Exercise 3.2.14. LetX be a locally compact and Hausdorff topological space.

(i) When X is not compact, show that the map ι : C̃0(X)→C(X∞) defined in
Proposition 3.1.16 is a ∗-isomorphism. Thus by the above corollary, it is an
isometric isomorphism between these C∗-algebras.

(ii) WhenX is compact, find an isometric isomorphism between C̃(X) and C(X∞).

There is a non-unital version of the continuous functional calculus that appears
useful for dealing with non-unital C∗-algebras.
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Remark 3.2.15. Let A be C∗-algebra and a ∈ A be a normal element. If it is
necessary, we add a unit to A. First, assume that 0 belongs to the spectrum of a.
Let C be the C∗-subalgebra of C(σ(a)) defined as follows:

C := {f ∈ C(σ(a)); f(0) = 0}.

Consider Φa : C(σ(a))→Ã, the continuous functional calculus over a. Then the
image of the restriction of Φa to C is exactly the C∗-algebra C∗(a) generated by a
and one can directly write Φa : C→C∗(a) ⊆ A without any reference to the unit
element of A or Ã. This is called the non-unital continuous functional calculus over
a. One notes that if A is non-unital, then we always have 0 ∈ σ(a). Now, assume A is
unital and 0 /∈ σ(a). Then C = C(σ(a)) and also C∗(a, 1) = C∗(a). In other words,
the non-unital continuous functional calculus is the same as the original continuous
functional calculus in this case.

We conclude this section with some applications of the continuous functional
calculus.

Proposition 3.2.16. Let a be a self adjoint element of a C∗-algebra A.

(i) For given an odd natural number n, there is a unique self adjoint element b ∈ A
such that bn = a.

(ii) Let also a is positive. Then for given an even natural number n, there is a
unique positive element b ∈ A such that bn = a.

In both cases, b is called the nth root of a and is denoted by a1/n or n
√
a.

Proof. (i) Since the function f(t) = t1/n is continuous over the real line and so
over σ(a), we can define b := f(a). Then f(t)n = id implies that bn = a.
Assume c ∈ Ah satisfies the same equality. Then ca = c(cn) = (cn)c = ac,
namely c and a commute. Since b is a limit of a sequence of polynomials in
a, b commutes with c as well. Therefore the C∗-algebra C∗(b, c) generated by
b and c is commutative and contains a. By the Gelfand transform, we arrive
to two equations of real valued functions; â = b̂n and â = ĉn. These equations
imply b̂ = ĉ, and so b = c.

(ii) The proof is similar to the Item (i), except one should note that when n is
even, the function f(t) = t1/n is defined and is continuous only over [0,∞).
Therefore we had to restrict this case to positive elements of A.
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The following exercises are among many problems that can be easily solved by
the continuous functional calculus.

Exercise 3.2.17. Let a ∈ A be a normal element of a C∗-algebra A. Show that
a∗a ≥ 0. Define the absolute value of a by |a| := (a∗a)1/2. Then prove the
following statements:

(i) a is positive if and only if a = |a|,

(ii) ‖a‖ = ‖|a|‖,

(iii) a is invertible if and only if |a| is invertible. In this case, a|a|−1 is a unitary
element in A.

In Proposition 4.1.8, we shall show that the statement a∗a ≥ 0 is true for all
elements of a C∗-algebra. Therefore one can extend the definition of the absolute
value to all elements of a C∗-algebra.

Exercise 3.2.18. Let a be a positive element of a unital C∗-algebra A. Show that
a ≤ ‖a‖1.

Proposition 3.2.19. Every element of a unital C∗-algebra A can be written as a
linear combination of four unitary elements of A.

Proof. Let b be a self adjoint element of A such that ‖b‖ ≤ 1. Then b2 is positive
and ‖b2‖ ≤ 1. These imply that 1 − b2 is positive too. Therefore we can define
u := b+ i(1− b2)1/2. It is easy to see that u is a unitary element and b = u+u∗

2
. This

means that every self adjoint element of A is a linear combination of two unitary
elements. Now, the desired statement follows from the fact that every element of a
C∗-algebra is a linear combination of two self adjoint elements.

More applications of the continuous functional calculus will be also discussed
in Chapter 4.

3.3 The Gelfand duality

The Gelfand duality along with quantum physics and the general developments in
index theory is one of the main motivations of noncommutative geometry. Therefore
we use this theory as our guide in studying those parts of the theory of C∗-algebras
which are necessary to understand noncommutative geometry. We begin this section
with briefly recalling basic definitions of category theory. Our treatment of category
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theory, here, is rather informal and we content ourselves to the minimum amount of
the theory that is going to be used in this book. The interested reader is referred to
[39, 48] for further details. Afterwards, we explain how the Gelfand transform justi-
fies the idea of considering C∗-algebras as the noncommutative analogues of point-set
topological spaces. This analogy is based on the duality between locally compact and
Hausdorff topological spaces and their C∗-algebras of continuous functions vanishing
at infinity. This duality is called the Gelfand duality. Besides motivating some of
the developments of noncommutative geometry, the Gelfand duality has found many
generalizations to non-commutative C∗-algebras. These generalized correspondences
between topological spaces and C∗-algebras are widely applied to facilitate and ex-
plain many interactions of the theory of C∗-algebras with other mathematical areas
such as representations theory as well as with quantum physics. This duality also
explains how K-theory of C∗-algebras generalizes topological K-theory.

In a category C, we have a class of objects, which we denote it by obj(C). Then
for every ordered pair of objects (A,B) ∈ obj(C)2, there is a set of morphisms,
which we denote it by HomC(A,B). Moreover, for every triple (A,B,C) ∈ obj(C)3,
we have a composition law HomC(A,B)×HomC(B,C)→HomC(A,C) which we
denote it by (f, g) 7→ gf . These ingredients are subject to the following axioms:

(i) The sets of morphisms are pairwise disjoint.

(ii) For every object A, there is a unique morphism 1A ∈ HomC(A,A) such that
f1A = f = 1Bf for all f ∈ HomC(A,B).

(iii) The composition law is associative, namely, for given A,B,C ∈ obj(C) and
for all f ∈ HomC(A,B), g ∈ HomC(B,C) and h ∈ HomC(C,D), we have
h(gf) = (hg)f .

A morphism f ∈ HomC(A,B) is called an isomorphism if there exists a morphism
g ∈ HomC(B,A) such that fg = 1B and gf = 1A. In this case, one easily checks
that g is unique and is called the inverse of f and usually is denoted by f−1. In
the following, we introduce some of the categories that we are going to deal with in
this book.

Example 3.3.1. (i) Let S be a category whose objects are sets and, for every
ordered pair (A,B) of sets , the set HomS(A,B) of morphisms is the set of all
functions from A into B. This category is called the category of sets. The
composition law is the composition of functions.

(ii) The objects of the category of commutative C∗-algebras are all commuta-
tive C∗-algebras and, for every ordered pair (A,B) of commutative C∗-algebras
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the set of morphism is all proper ∗-homomorphisms from A into B. The com-
position law is the composition of two ∗-homomorphisms. We denote this
category by CCA.

(iii) The category of locally compact and Hausdorff topological spaces is
defined similarly. The objects of this category are locally compact Hausdorff
topological spaces. For two objects X and Y in this category, the set of
morphisms from X to Y consists of all proper continuous maps from X into
Y . This category is denoted by LCS.

(iv) In Part (ii), if we only consider unital C∗-algebras and unital ∗-homomorphisms,
then we obtain a new category called the category of unital commuta-

tive C∗-algebras and is denoted by UCA. One notes that every proper
∗-homomorphism between two unital C∗-algebra is automatically unital.

(v) Similarly, in Part (iii), if we consider only compact and Hausdorff topologi-
cal spaces, then the obtained category is called the category of compact

Hausdorff topological spaces and is denoted by CS. One notes that every
continuous map from a compact topological space is automatically proper.

(vi) The objects of the category AG of abelian groups are all abelian groups.
The set of morphisms between two abelian group are all group homomorphisms
between them and the composition law is the composition of homomorphisms.
The category of groups is defined similarly and is denoted by GR.

(vii) Let X be a set and let ≤ be a partial order on X . The set X admits the
structure of a category. Its objects are are elements of X . For x, y ∈ X , the
set of morphisms Hom(x, y) has only one element ιxy if x ≤ y and it is empty
when x � y. The composition law is defined using the transitivity of the
relation ≤, namely if x ≤ y and y ≤ z, then ιxz = ιyzι

x
y .

(viii) Let G be a group. It enjoys the structure of a category too. Here, we have
only one object which is usually denoted by ∗ and the morphisms from this
object to itself are all elements of the group. The composition law is the
multiplication of the group.

Those categories whose objects are some sets with (or without) some structures
and the morphisms are functions preserving those structures and composition law
is the composition of functions underlying the morphisms are called concrete. For
instance, Items (i) to (vi) of the above examples are concrete categories. A category
whose class of objects is actually a set is called a small category. Items (vii) and
(viii) are examples of a small category. In Item (viii), one notes that every morphism
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is an isomorphism. This motivates another definition for groupoids. A groupoid is
a small category all whose morphisms are isomorphism.

A subcategory S of a category C is a category such that obj(S) ⊆ obj(C), for
every pair A,B ∈ obj(S), we have HomS(A,B) ⊆ HomC(A,B), the composition
law in S coincides with the composition law in C, and finally, for every A ∈ obj(S),
the identity morphism 1A ∈ HomS(A,A) is equal to the identity morphism 1A ∈
HomC(A,A). The category S is called a full subcategory of S if HomS(A,B) =
HomC(A,B) for all A,B ∈ obj(S).

Exercise 3.3.2. (i) Show that the category of abelian groups is a full subcategory
of the category of groups.

(ii) Show that the category of compact topological spaces is a full subcategory of
the category of locally compact topological space.

(iii) Assume H be subgroup of a group G. Show that H is a subcategory of G and
it is full if and only if G = H .

(iv) Let n be an integer. For 1 ≤ i, j ≤ n, let Eij be the (i, j)-th elementary
n × n matrix, namely the matrix whose (i, j)-th entry is one and the rest of
its entries are zero. Consider a small category whose objects are the elements
of the standard basis of Rn, which we denote it by {e1, · · · , en}. For every
pair (ei, ej), set Hom(ei, ej) := {Ei,j} and define the composition law by the
multiplication of matrices. Show that this a groupoid. Describe some full (and
non-full) subcategories of this category.

Similar to other mathematical structures, there are certain maps between cat-
egories named functors which preserve the structure of categories. A covariant

functor F from a category C into a category D associates an object F (A) ∈ obj(D)
to every object A ∈ obj(C). Moreover, F maps every f ∈ HomC(A,B) to some
F (f) ∈ HomD(F (A), F (B)). A covariant functor F : C→D also satisfies the follow-
ing conditions:

(i) For every f ∈ HomC(A,B) and g ∈ HomC(B,C), we have F (gf) = F (g)F (f).

(ii) For every A ∈ obj(C), we have F (1A) = 1F (A).

A contravariant functor is defined similarly, except it reverses the arrows. In
other words, if F is a contravariant functor from a category C into a category D,
then F (f) ∈ HomD(F (B), F (A)) for every f ∈ HomC(A,B) and, for f and g as
above, we have F (gf) = F (f)F (g). Sometimes a covariant functor is called simply
a functor while a contravariant functor is called a cofunctor.
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Example 3.3.3. (i) The most obvious example of a covariant functor is the for-
getful functor from a concrete category into the category of sets or into
another category with less structures. For instance, consider the category of
compact topological spaces. The forgetful functor assigns the underlying set
of a compact topological space to it and sends every continuous map to itself
as a map between two sets without any structure.

(ii) Let G be a finite abelian group and let T denote the unit circle in C considered
as the subgroup of the multiplicative group of C. By definition, the Pontrya-
gin dual of G is the group Ĝ of all characters of G, which is the set of all
group homomorphism from G into T. The multiplication in Ĝ is defined by

(ρτ)(g) := ρ(g)τ(g), ∀ρ, τ ∈ Ĝ, g ∈ G.

Let FAB denote the category of abelian finite groups. Then we define a
contravariant functor P : FAB→FAB as follows:

• P (G) := Ĝ, for all G ∈ obj(FAB).
• For two given finite abelian groups G and H , P (ϕ) := ϕ∗ for all group

homomorphism ϕ : G→H , where ϕ∗ : Ĥ→Ĝ is defined by ϕ∗(ρ) := ρϕ

for all ρ ∈ Ĥ .

One easily checks that this is a contravariant functor. This functor is defined
on the bigger category of all locally compact abelian groups and it is called the
Pontryagin duality. Using the fact that every finite abelian group is a direct
sum of cyclic finite groups, one easily observes that G and Ĝ are isomorphic,

and so we have G ≃ ̂̂
G. This latter isomorphism still holds for the Pontryagin

duality for locally compact groups.

Now, we explain the Gelfand duality as a contravariant functor.

Definition 3.3.4. The Gelfand functor D is a contravariant functor from the
category of commutative C∗-algebras into the category of locally compact topological
spaces. It sends every commutative C∗-algebra A to its spectrum Ω(A) and sends
every proper ∗-homomorphism ϕ : A→B between two commutative C∗-algebras
to the proper continuous map ϕ∗ : Ω(B)→Ω(A) defined by ϕ∗(ω) := ωϕ for all
ω ∈ Ω(B).

Using the details we have already presented in Sections 3.1, it is easy to check
thatD is a contravariant functor. As it was already explained, the Gelfand functor is
extremely useful. For instance, it represents an abstract commutative C∗-algebra as
a C∗-algebra of continuous functions equipped with a specific, and more importantly,
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computable C∗-norm. However, the second half of the Gelfand duality, which consist
of the inverse of the Gelfand functor, completes the theory. In order to explain the
meaning of an equivalence of two category and the inverse of a functor, we need
some more definitions.

Let F,G : C→D be two covariant functors. A natural transformation η :
F ⇒ G is a one parameter assignment of morphisms η = {ηA : F (A)→G(A)}A∈obj(C)
in D such that the following diagram is commutative for every morphism f : A→B
in C:

F (A)

F (f)
��

ηA
// G(A)

G(f)
��

F (B) ηB
// G(B)

If ηA is an isomorphism for every A ∈ obj(C), then η is called a natural iso-

morphism. A natural transformation (resp. isomorphism) between two contravari-
ant functors is defined similarly. We denote the identity functor from a category C
into itself by 1C. It is clearly a covariant functor. A covariant (resp. contravariant)
functor F : C→D between two categories is called an equivalence between C and

D if there is a covariant (resp. contravariant) functor G : D→C such that there exist
natural isomorphisms between GF and 1C and between FG and 1D. In this case, we
call two categories C and D equivalent. The functor G plays the role of an inverse
in this definition, so it is called the inverse of F . Our aim is to show that the
Gelfand functor is an equivalence between the category of commutative C∗-algebras
and the category of locally compact Hausdorff spaces. Therefore we need an inverse
for the Gelfand functor. This inverse is nothing but the functor which sends every
locally compact and Hausdorff space X to its C∗-algebras C0(X) of continuous func-
tions vanishing at infinity. It also sends every proper continuous map f : X→Y to
the proper ∗-homomorphism f ∗ : C0(Y )→C0(X), where f ∗(g)(x) := g(f(x)) for all
g ∈ C0(Y ), see Proposition 3.1.40. We call this functor the inverse of the Gelfand

functor and denote it by E.

Theorem 3.3.5. The Gelfand transform D is an equivalence of categories with the
inverse E. Moreover, by restricting the Gelfand transform to the category of unital
commutative C∗-algebras, we obtain an equivalence between this category and the
category of compact Hausdorff topological spaces.

Proof. The natural isomorphism 1CCA ⇒ ED is the Gelfand transform. To see
this, we only need to check that the following diagram commutes for every proper
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∗-homomorphism ϕ : A→B between two commutative C∗-algebras:

A

ϕ

��

GA
// C0(Ω(A))

ϕ̃

��

B
GB

// C0(Ω(B))

where ϕ̃ = ED(ϕ). By definition of E and D, for all ω ∈ Ω(B) and a ∈ A, we have

ϕ̃(GA(a))(ω) = ϕ̃(â)(ω) = [ED(ϕ)(â)](ω)

= [E(D(ϕ))(â)](ω) = â(D(ϕ)(ω))

= [D(ϕ)(ω)](a) = ω(ϕ(a))

= ϕ̂(a)(ω) = GB(ϕ(a))(ω).

The natural isomorphism 1LCS ⇒ DE at a space X ∈ LCS is the homeomorphism
FX : X→Ω(C0(X)) defined by x 7→ x̂, where x̂(f) = f(x) for all f ∈ C0(X). Again,
we need to check that the following diagram commutes for every proper continuous
map ψ : X→Y between two locally compact Hausdorff spaces X and Y :

X

ψ

��

FX
// Ω(C0(X))

ψ̃
��

Y
FY

// Ω(C0(Y ))

where ψ̃ = DE(ψ). For all f ∈ C0(Y ) and x ∈ X , we have

ψ̃(F(x))(f) = ψ̃(x̂)(f) = [D(E(ψ))(x̂)](f)

= x̂(E(ψ)(f)) = x̂(fψ) = fψ(x)

= ψ̂(x)(f) = FY (ψ(x))(f).

Immediate corollaries of this theorem are (i) every proper ∗-homomorphism
ϕ : A→B between two commutative C∗-algebras is induced by a proper continuous
map from Ω(B) into Ω(A), and similarly (ii) every proper continuous map f : X→Y
between two locally compact and Hausdorff topological spaces is induced by a proper
∗-homomorphism from C0(Y ) into C0(X). A slightly different formulation of this
fact is given in the following corollary:

Corollary 3.3.6. The Gelfand functor and its inverse are bijective maps on the sets
of morphisms. In other words,
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(i) for every two commutative C∗-algebras A and B, the following map is bijective:

D : HomCCA(A,B)→HomLCS(Ω(B),Ω(A)),

(ii) and, for every two locally compact and Hausdorff topological spaces X and Y ,
the following map is bijective:

E : HomLCS(X, Y )→HomCCA(C0(Y ), C0(X)).

Proof. The natural isomorphism 1CCA ⇒ ED implies that D is one-to-one and E is
onto. Similarly, the natural isomorphism 1LCS ⇒ DE shows that E is one-to-one
and D is onto.

3.4 Problems

Problem 3.1. Define a new involution on the Banach algebra ℓ1(Z) by the following
formula:

f ∗(n) := f(n), ∀f ∈ ℓ1(Z), n ∈ Z.
Show that this is an involution. Show that ℓ1(Z) with this involution is not sym-
metric.

Problem 3.2. Let a be an element of a C∗-algebra A. Show that σ(a) = {0} if and
only if a = 0. Use this to verify Remark 3.1.24.

Problem 3.3. Let a be a normal element of a C∗-algebra A. Show that if σ(a) ⊆ R,
then a is self adjoint.

Problem 3.4. Let a be a normal element of a C∗-algebra A. Show that if σ(a) ⊆ T,
then a is unitary.

Problem 3.5. Let a be a normal element of a C∗-algebra A. Show that σ(a) ⊆
{0, 1} if and only if a is a projection. Conclude that every projection is a positive
element.

Problem 3.6. Let a be a self adjoint element of a C∗-algebra A.

(i) Show that if a3 = a2, then a is a projection.

(ii) Assume a is positive. Show that if an = am for some integers 0 < m < n, then
a is a projection.

Problem 3.7. Show that if a is a positive element of a C∗-algebra A then a = bb∗

for some b ∈ A. The converse of this statement is also true, which will be proved in
Proposition 4.1.8(ii).
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Problem 3.8. Let A be a unital Banach algebra. Assume x, y ∈ A and xy = yx.
Show that

r(xy) ≤ r(x)r(y), r(x+ y) ≤ r(x) + r(y).

Problem 3.9. Assume A is a Banach algebra. Show that if e 6= f are two idempo-
tents in A that commute with each other, then ‖e−f‖ ≥ 1. (Hint: Use the previous
exercise.)

Problem 3.10. Let A be a commutative C∗-algebra. Assume L : A→C be a linear
functional such that L(a∗a) ≥ 0 for all a ∈ A. Prove that L is bounded.

Problem 3.11. Let A and B be two commutative C∗-algebras and let ϕ : A→B
be a proper linear map such that ϕ(ab) = ϕ(a)ϕ(b) for all a, b ∈ A. Show that ϕ is
a ∗-homomorphism. (Hint: consider ϕ∗ : Ω(B)→Ω(A) defined by ϕ∗(ω) := ωϕ.)

Problem 3.12. Find an approximate unit for C0(R).

Problem 3.13. Let (uλ)λ∈Λ be an approximate unit for C0(R). Show that there
exists a countable subnet (uλn)n∈N such that it is an approximate unit for C0(R)
too.

Problem 3.14. Let A be a C∗-algebra, a, b ∈ A+ and c, d ∈ A. Show that if
an = cbnd for all n ∈ N, then a1/2 = cb1/2d.

Problem 3.15. Let A be a commutative unital Banach algebra. Show that the
Gelfand transform G : A→C0(Ω(A)) is an isometry if and only if ‖a‖2 = ‖a2‖ for all
a ∈ A.

Problem 3.16. Let u be a unitary element of a unital C∗-algebra A.

(i) Show that if ‖1− u‖ < 2, then σ(u) 6= T.

(ii) Show that if σ(u) 6= T, then there exists a self adjoint element a ∈ A such
that u = eia.
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Chapter 4

Basics of the theory of C∗-algebras

Positive elements of a C∗-algebra and their properties are the special feature of the
theory of abstract C∗-algebras among other topological algebras. This notion plays
a key role in the realization of abstract C∗-algebras as subalgebras of algebras of
bounded operators on Hilbert spaces. Positivity also facilitate many applications
of the theory of C∗-algebras in quantum physics. Therefore we study positivity in
C∗-algebras as the first step towards the abstract theory of C∗-algebras in Section
4.1. The continuous functional calculus allows us to imitate the decomposition of
every complex function to a linear combination of four non-negative real functions
and write every element of a C∗-algebra as a linear combination of four positive
elements. One will notice the application of this easy trick in many proofs in up
coming topics.

Approximate units in C∗-algebras play a indispensable role in the theory of
C∗-algebras too. We briefly discuss this notion in Section 4.2.

Section 4.3, is devoted to the basic results about ideals of C∗-algebras. Some
of the unique features of C∗-algebras among other topological algebras appear in
their ideal structure. For instance, every closed two sided ideal of a C∗-algebra is
automatically an involutive subalgebra, see Proposition 4.3.2, or the image of every
∗-homomorphism between two C∗-algebra is always a C∗-algebra, see Corollary 4.3.5.
Afterwards, we study the close relationship between hereditary C∗-subalgebras of
C∗-algebras and the ideal structure of C∗-algebras. For instance, we study a bijective
correspondence between the family of all closed left ideals of a C∗-algebra and the
family of all its hereditary C∗-subalgebras, see Theorem 4.3.13. It is also shown that
every hereditary C∗-subalgebra of a simple C∗-algebra is simple too, see Proposition
4.3.24. Multiplier algebra of a C∗-algebra is introduced and studied also in this
section.

In this chapter, we refer to the continuous functional calculus briefly by CFC.

87
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4.1 Positivity

In this section A is always a C∗-algebra. Recall that a self adjoint element a ∈ A is
called positive if σ(a) ⊆ [0,∞). We denote this by a ≥ 0 (or equivalently 0 ≤ a).
This gives rise to an order relation between elements of A by defining a ≤ b if
b− a ≥ 0. Although it is well defined among all elements of A, we usually use this
order to compare self adjoint elements of A. An important feature of this partial
order that follows from Corollary 3.2.2 is that the relation a ≤ b between two self
adjoint elements a, b is independent of the C∗-subalgebra containing a, b. The set of
all positive elements of A is denoted by A+. This section is devoted to this set and
various properties of positive elements of a C∗-algebra that will be useful in the rest
of this book.

Exercise 4.1.1. Let a be a self adjoint element of a unital C∗-algebra A. Then
prove the following statements:

(i) The relation ≤ is a partial order in Ah, namely it is reflexive, anti-symmetric
and transitive.

(ii) a ≤ |a| and −a ≤ |a|,

(iii) |a| ≤ ‖a‖1A, and so a ≤ ‖a‖1A

Example 4.1.2. Let X be a locally compact and Hausdorff space. A function
f ∈ C0(X) is a positive element of the C∗-algebra C0(X) if and only if f(x) ≥ 0 for
all x ∈ X , namely it is a positive (non-negative) function on X . We can rephrase
this by saying that an element a in a commutative C∗-algebra A is positive if and
only ω(a) ≥ 0 for all ω ∈ Ω(A).

Continuing the idea discussed in the above example, we note that every real
valued function f can be written as the difference of two positive functions f+ :=
max{f, 0} and f− = max{−f, 0}, i.e. f = f+ − f−. The continuous functional
calculus allows us to use this phenomenon to find a similar decomposition for self
adjoint elements of a C∗-algebra.

Proposition 4.1.3. Let a be a self adjoint element of a C∗-algebra A. Then there
are two unique positive elements a+ and a− in A with the property that a = a+−a−
and a+a− = a−a+ = 0. Moreover, we have |a| = a+ + a−.

Proof. Define a+ := |a|+a
2

and a− := |a|−a
2

. Then they are positive and one easily
checks that they satisfy the above equalities. To prove the uniqueness of this de-
composition, assume (x+, x−) is another ordered pair of positive elements of A with
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the properties that a = x+ − x− and x+x− = x−x+ = 0. Then we have

|a|2 = a2 = x2+ + x2− = (x+ + x−)
2.

By uniqueness of the squared root of positive elements, see Proposition 3.2.16, we
obtain x+ + x− = |a|. If we solve the system of equations

{
x+ + x− = |a|
x+ − x− = a

for x+ and x−, we get x+ = a+ and x− = a−.

The above decomposition of every self adjoint element a ∈ A to the difference
of two positive elements is called the Jordan decomposition of a.

Remark 4.1.4. Let a ∈ A be self adjoint. Using the non-unital continuous functional
calculus of a, i.e. Φa, we define

b+ := Φa(max{idσ(a), 0}), and b− := Φa(max{−idσ(a), 0}).

They possesses the properties mentioned in Proposition 4.1.3, and so we have a+ =
b+ ∈ C∗(a) and a− = b− ∈ C∗(a), where a+ and a− are as Proposition 4.1.3.

Corollary 4.1.5. Every element a of a C∗-algebra A can be written as a linear
combination of four positive elements of A.

Note that the existence of a unit element is not part of the assumption in the
above corollary, in contrast with Proposition 3.2.19.

Some properties of positive elements are stated in the following proposition.
One notes that most of the proofs are based on CFC.

Proposition 4.1.6. Let A be a C∗-algebra and a, b ∈ A.

(i) If a ≥ 0 and −a ≥ 0, then a = 0.

(ii) If a ≥ 0, then ‖a‖ = max{λ;λ ∈ σ(a)}. More generally, If a = a∗, then
‖a+‖ = max{λ;λ ∈ σ(a)} and ‖a−‖ = min{λ;λ ∈ σ(a)}.

(iii) If a, b ≥ 0 and ab = ba, then ab ≥ 0 and a+ b ≥ 0.

(iv) Let A be unital. If a = a∗ and ‖a‖ ≤ 2, then a ≥ 0 if and only if ‖a− 1‖ ≤ 1.

(v) Let A be unital. Then a+ λ ≥ 0 if and only if a = a∗ and λ ≥ ‖a−‖.

(vi) Let A be unital and let a = a∗. Then a ≥ 0 if and only if ‖1− a
‖a‖

‖ ≤ 1.
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Proof. (i) It is an immediate application of CFC.

(ii) When σ(a) ⊆ [0,∞), we have r(a) = max{λ;λ ∈ σ(a)}. Hence the first
statement follows from Proposition 3.1.32. To prove the general statement,
apply Remark 4.1.4.

(iii) It follows from Corollary 3.2.3.

(iv) Since a = a∗, the inequality ‖a‖ ≤ 2 means that σ(a) ⊆ [−2, 2]. If a ≥ 0,
then we have σ(a) ⊆ [0, 2], and so σ(a− 1) ⊆ [−1, 1]. Hence we get ‖a− 1‖ =
r(a− 1) ≤ 1. The converse is proved by a similar argument.

(v) One can apply the ideas discussed in Remark 4.1.4 and Item (ii) to prove this
part.

(vi) If a ≥ 0, then σ( a
‖a‖

)⊆[0, 1]. Hence σ(1 − a
‖a‖

)⊆[0, 1], and so ‖1 − a
‖a‖

‖ =

r(1− a
‖a‖

) ≤ 1. For the converse, a similar argument based on the continuous

spectral mapping theorem shows that σ(a)⊆[0, 2‖a‖].

Definition 4.1.7. Let E be a vector space. A subset C of E is called a cone in E
if it is closed under addition and scalar multiplication by R+ := [0,∞). Also, it is
often assumed that C ∩ (−C) = {0}.

Proposition 4.1.8. (i) A+ is a closed cone in A.

(ii) For every a ∈ A, we have a∗a ≥ 0.

(iii) For every a ∈ A and b ∈ A+, we have a∗ba ≥ 0.

Proof. (i) It is clear that R+A+ = A+. Using Proposition 4.1.6(iv), one easily
observes that

A+ ∩ (A)1 = Ah ∩ (A)1 ∩ {a ∈ A; ‖1− x‖ ≤ 1},

where (A)1 is the closed unit ball of A. Since all three sets appearing in the
right hand side of this equality are closed and convex, so is the set in the
left hand side. This clearly implies that A+ is closed. Assume a, b ∈ A+ and
pick some r > 0 such that a/r and b/r lie in A+ ∩ (A)1. Hence a/2r + b/2r ∈
A+∩(A)1. Now, the equality R+A+ = A+ implies that a+b = 2r(a/2r+b/2r)
belongs to A+.
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(ii) Let a be an arbitrary element of A. Using Proposition 2.3.4, we know that
a∗a ≥ 0 if and only if aa∗ ≥ 0. On the other hand, if a = x + iy is the
decomposition of a to the linear combination of two self adjoint elements x, y,
then we have

(4.1) a∗a+ aa∗ = 2(x2 + y2) ≥ 0

by (i) and Exercise 3.2.17. Now, let a∗a = c+−c− be the Jordan decomposition
of a∗a and set b := ac−. Then −b∗b = −c−a∗ac− = c3− ≥ 0. Hence using (4.1)
and (i), we conclude that bb∗ = (b∗b + bb∗) + (−b∗b) ≥ 0. Therefore b∗b ≥ 0.
By Proposition 4.1.6(i), we have c− = −(b∗b)1/3 = 0. Hence a∗a ≥ 0.

(iii) Write a∗ba = (b1/2a)∗(b1/2a) and apply (ii).

Example 4.1.9. (i) Let (H, 〈−,−〉) be a Hilbert space. If an operator T ∈ B(H)
is positive, then T = S∗S for some S ∈ B(H). Hence we have

〈Tx, x〉 = 〈S∗Sx, x〉 = 〈Sx, Sx〉 = ‖Sx‖2 ≥ 0, ∀x ∈ H.

This means that T ≥ 0 implies that 〈Tx, x〉 ≥ 0 for all x ∈ H . The converse
is also true. Let T ∈ B(H) and let 〈Tx, x〉 ≥ 0 for all x ∈ H . Then for every
x ∈ H , we have 〈Tx, x〉 = 〈x, Tx〉, because it is real. Since the adjoint operator
is unique, see Corollary 5.2.3, T = T ∗. Consider the Jordan decomposition of
T , i.e. T = T+ − T−. For every x ∈ H , we have

〈T−x, TT−x〉 = 〈T−x, (T+ − T−)T−x〉 = 〈T−x,−T 2
−x〉 = 〈x,−T 3

−x〉.

The left hand side of the above equality is non-negative (≥ 0), because T is
positive and the right hand side is non-positive (≤ 0), because T 3

− is positive.
Therefore 〈x, T 3

−x〉 = 0 for all x ∈ H . It follows from Problem 5.19 that
T 3
− = 0, and so T− = 0. This means that T is positive. Now that we established

a new characterization of positive operators on a Hilbert space, without using
their spectrum, it is a good exercise to show (without using CFC) that if a
positive operator T is invertible, then its inverse is positive too.

(ii) Now, let H = Cn and let 〈−,−〉 be the ordinary inner product on H , namely

〈x, y〉 =
n∑

i=1

xiyi, ∀x = (x1, · · · , xn), y = (y1, · · · , yn) ∈ Cn.

Then T = (tij) ∈ Mn(C) = B(H) is self adjoint if and only if tij = tji for
all i, j = 1, · · · , n, see Example 5.2.5. Since the spectrum of a T ∈ Mn(C)
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is exactly the set of all eigenvalues of T , T is positive if and only if T is self
adjoint and all its eigenvalues are positive (non-negative). For example, one

checks that the operator defined by the matrix

(
2 −1
−1 1

)
(in the standard

basis) is positive.

The partial order a ≤ b between elements of a C∗-algebra is clearly translation
invariant, that is a + c ≤ b + c for every c ∈ A. Using Proposition 4.1.8, we can
extend this property as follows:

Exercise 4.1.10. Let a, b, c, d be elements of a C∗-algebra A.

(i) If a ≤ b and c ≤ d, show that a + c ≤ b+ d.

(ii) If a ≤ b, then c∗ac ≤ c∗bc.

(iii) If a ≥ 0, then c∗ac ≤ ‖a‖c∗c.

For every element a of a C∗-algebra A, using Proposition 4.1.8(ii), we can
define the absolute value of a by

|a| := (a∗a)1/2.

Of course, there is an alternative definition using aa∗ in stead of a∗a. But we choose
the above option.

Proposition 4.1.11. Let a be a positive element of a C∗-algebra A. For every
positive real number r, there is a unique positive element ar ∈ C∗(a) such that this
definition is consistent with the definition of nth-root in Proposition 3.2.16 when
r ∈ Q, namely, if r = m/n, then ar = (a1/n)m. Moreover,

(i) ar+s = aras, for all r, s ≥ 0,

(ii) the map [0,∞)→A+ defined by r 7→ ar is continuous, and

(iii) when A is unital and a is invertible, ar is also defined for all r ≤ 0. In this
case the map defined in (ii) is continuous over R.

Proof. For r ≥ 0, define gr(t) := tr. It is continuous over [0,∞) and so we can
use the non-unital CFC over a to define ar := gr(a). This definition is consistent
with the definition of nth root in Proposition 3.2.16 and so the uniqueness is proved
similarly.

(i) It follows from the facts that gr+s(t) = gr(t)gs(t) and CFC is a ∗-homomorphism.
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(ii) Due to the fact that CFC is an isometry, we only need to show that the map
[0,∞)→C(σ(a)), defined by r 7→ gr(t) is continuous. This follows from the
continuity of exponential map and boundedness of σ(a).

(iii) When r ≤ 0, define ar := (a−1)−r.

Let a, b, x be elements of a C∗-algebra A. A simple calculation proves the
following identities:

(i) The polarization identity:

(4.2) 4b∗a = (a+b)∗(a+b)−(a−b)∗(a−b)+i(a+ib)∗(a+ib)−i(a−ib)∗(a−ib).

(ii) The generalized polarization identity:

(4.3) 4b∗xa =

3∑

k=0

ik(a+ ikb)∗x(a + ikb).

Several useful inequalities are given in the following propositions:

Proposition 4.1.12. Let a, b, a1, · · · , an, and b1, · · · , bn be elements of a C∗-algebra
A. Then we have

(i) −(a∗a + b∗b) ≤ a∗b+ b∗a ≤ a∗a+ b∗b,

(ii) (a1 + · · ·+ an)
∗(a1 + · · ·+ an) ≤ n(a1

∗a1 + · · ·+ an
∗an),

(iii) if ai
∗aj = 0 for 1 ≤ i 6= j ≤ n, then ‖∑n

i=1 aibi‖
2 ≤∑n

i=1 ‖aibi‖2.

Proof. (i) It easily follows from expanding inequalities 0 ≤ (a + b)∗(a + b) and
0 ≤ (a− b)∗(a− b) and then regrouping them appropriately.

(ii) Let ω be a primitive nth root of unity. Then
∑n

j=1 ω
j(l−k) = 0 for all k 6= l.
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Hence we compute

n

n∑

k=1

ak
∗ak = n

n∑

k=1

ak
∗ak +

n∑

k, l = 1
k 6= l

n∑

j=1

ωj(l−k)ak
∗al

=
n∑

j=1

n∑

k=1

ak
∗ak +

n∑

j=1

n∑

k, l = 1
k 6= l

ωj(l−k)ak
∗al

=
n∑

j=1




n∑

k=1

ak
∗ak +

n∑

k, l = 1
k 6= l

ω−j(k−1)ak
∗ωj(l−1)al




=

n∑

j=1

[(
n∑

k=1

ωj(k−1)ak

)
∗

(
n∑

l=1

ωj(l−1)al

)]
.

In the last line, all terms inside the summation over j are positive. Thus the
whole summation is greater than or equal the term corresponding to j = n.
Therefore we obtain

n
n∑

k=1

ak
∗ak ≥

(
n∑

k=1

ak

)
∗

(
n∑

l=1

al

)
.

(iii) We simply compute

∥∥∥∥∥
n∑

i=1

aibi

∥∥∥∥∥

2

=

∥∥∥∥∥

(
n∑

i=1

aibi

)
∗

(
n∑

i=1

aibi

)∥∥∥∥∥

=

∥∥∥∥∥
n∑

i=1

bi
∗ai
∗aibi

∥∥∥∥∥

≤
n∑

i=1

‖bi∗ai∗aibi‖

=
n∑

i=1

‖aibi‖2.
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Lemma 4.1.13. Assume a and b are two elements of a C∗-algebra A such that
0 ≤ a ≤ b. Then ‖a‖ ≤ ‖b‖.

Proof. Without loss of generality, we can assume A is unital. If a and b commute,
we consider the commutative C∗-algebras C∗(a, b) ≃ C0(Ω(C

∗(a, b))). Then a and
b are associated to two positive functions f and g in C0(Ω(C

∗(a, b))), respectively,
such that f ≤ g. Then it is clear that ‖a‖ = ‖f‖sup ≤ ‖g‖sup = ‖b‖.

For the general case, one first notes that 0 ≤ a ≤ b ≤ ‖b‖1. Now, the statement
follows from the above case and the fact that a and ‖b‖1 commute.

Exercise 4.1.14. Let a, b, c, d be four self adjoint elements in a C∗-algebra A. Show
that if a ≤ b ≤ c ≤ d, then c− b ≤ d− a.

Definition 4.1.15. A linear map ϕ : A→B between two C∗-algebra is called pos-

itive if ϕ(a) ≥ 0 whenever a ≥ 0, in other words, if ϕ maps positive elements of A
to positive elements of B.

Example 4.1.16. (i) Every ∗-homomorphism ϕ : A→B between two C∗-algebra
is positive.

(ii) Let tr : Mn(C)→C be the trace map. By Example 4.1.9(ii), tr is positive,
because the trace of every matrix T ∈Mn(C) is the sum of its eigenvalues.

We use Part (i) of the above example in what follows. More specifically, we use
the fact that the Gelfand transform and the ∗-isomorphism defining CFC preserve
inequalities between elements of C∗-algebras.

Proposition 4.1.17. Let a and b be elements of a C∗-algebra A and let 0 ≤ a ≤ b.

(i) If A is unital and a is invertible, then b is invertible too and we have 0 ≤ b−1 ≤
a−1.

(ii) If 0 < r ≤ 1, then ar ≤ br.

For given 0 < r such that 0 ≤ a ≤ b implies ar ≤ br, we say that the function
t→tr is operator monotone.

Proof. (i) If a is invertible, then 0 /∈ σ(a). Thus a ≥ 0 implies that there exists
a ε > 0 such that σ(a)⊆(ε,∞). Hence ε1 ≤ a, and so ε1 ≤ b. This implies
that y is invertible too. By CFC, it is clear that a−1, b−1 are both positive.
Furthermore, if a and b commute, we consider the commutative C∗-algebra
C∗(a, b, 1). Then using the Gelfand transform, a and b are corresponded to two
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strictly positive (so invertible) functions f, g ∈ C(Ω(C∗(a, b, 1))), respectively,
such that f ≤ g. It is clear that 0 ≤ g−1 ≤ f−1. Since the inverse of the
Gelfand transform is a ∗-homomorphism, we obtain the desired inequality
from this. For the general case, we note that a ≤ b implies that b−1/2ab−1/2 ≤
b−1/2bb−1/2 = 1, see Exercise 4.1.10. Since 1 commutes with every element, we
have 1 ≤ (b−1/2ab−1/2)−1 and this implies b−1 ≤ a−1.

(ii) Without loss of generality, we assume A is unital. Define

S := {r ∈ (0,∞); t 7→ tr is operator-monotone}.
We follow the following steps to prove (0, 1]⊆S:
(a) Clearly, 1 ∈ S and S is closed under multiplication.

(b) The set S is a closed subset of (0,∞):
Let {rn} be a sequence of elements of S convergent to some r0 ∈ (0,∞).
Then {brn − arn} is a sequence in A+ convergent to br0 − ar0, see Propo-
sition 4.1.11(ii). Since A+ is closed, br0 − ar0 ≥ 0, and so r0 ∈ S.

(c) A positive real number r belongs to S if and only if 0 ≤ a ≤ b and b ∈ A×

imply ar ≤ br:
We assume the special case and prove the general case. If 0 ≤ a ≤ b, then
0 ≤ a ≤ b+ ε1 and b+ ε1 ∈ A× for all ε > 0. Thus ar ≤ (b+ ε1)r for all
ε > 0. On the other hand, (b+ ε1)r→br as ε→0. To see this, we should
look at CFC of b. Define fn(z) := (z + 1

n
)r. Since the spectrum of b is

compact the sequence {fn}⊆C(σ(b)) of functions is uniformly convergent
to f(z) := zr. Now, since A+ is a closed set of A, we conclude that
ar ≤ br.

(d) If 0 ≤ a ≤ b, b ∈ A× and ‖b−r/2arb−r/2‖ ≤ 1, then r ∈ S:
Using Exercise 4.1.10(ii), one easily observes that ar ≤ br if and only if
b−r/2arb−r/2 ≤ 1. Also, b−r/2arb−r/2 ≤ 1 if and only if ‖b−r/2arb−r/2‖ ≤ 1.
These latter implications follow from Lemma 4.1.13 and the fact that
b−r/2arb−r/2 is positive.

(e) 1/2 ∈ S:
Assume 0 ≤ a ≤ b and b ∈ A×, then b−1/2ab−1/2 ≤ 1. Thus we have

1 ≥ ‖b−1/2ab−1/2‖ = ‖b−1/2a1/2a1/2b−1/2‖ = ‖b−1/2a1/2‖2,
and so ‖b−1/2a1/2‖ ≤ 1. Using the fact that r(xy) = r(yx) for all x, y in
a C∗-algebra, we get

r(b−1/4a1/2b−1/4) = r(b−1/2a1/2) ≤ ‖b−1/2a1/2‖ ≤ 1.

Since b−1/4a1/2b−1/4 is positive, this inequality implies that b−1/4a1/2b−1/4 ≤
1, and so ‖b−1/4a1/2b−1/4‖ ≤ 1. Using the above step we conclude 1/2 ∈ S.
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(f) If r, s ∈ S, then t := r+s
2

∈ S:
The proof of this step is similar to the previous step. Assume 0 ≤ a ≤ b
and b ∈ A×. Then we have

r(b−t/2atb−t/2) = r(b−tat) = r(b−r/2atb−s/2)

≤ ‖(b−r/2ar/2)(as/2b−s/2)‖
≤ ‖b−r/2ar/2‖‖as/2b−s/2‖ ≤ 1.

This implies ‖b−t/2atb−t/2‖ ≤ 1. So, by Step (d), we have t ∈ S.

(g) Applying the above steps, we observe that the set

X = {m
2n

;m,n ∈ N, m ≤ 2n}

lies in S. Since S is closed and X is dense in (0, 1], we have (0, 1]⊆S.

One notes that the proof of Part (ii) of the above proposition would be very
easy if a and b commute with each other. In fact, in this case, for all r ∈ (0,∞),
0 ≤ a ≤ b implies ar ≤ br. The following exercise gives a counterexample for the
latter statement in general.

Exercise 4.1.18. Let a =

(
2 2
2 2

)
and b =

(
3 0
0 6

)
. Verify that 0 ≤ a ≤ b and

that ar � br for all r > 1.

4.2 Approximate units

We have already seen examples of approximate units in Banach algebras, see Remark
2.2.27 and Lemma 2.2.30, and in C∗-algebras, see Example 3.1.39. They facilitate
many proofs in the lack of unit elements. Many applications of approximate units
will be given in Section 4.3. We begin this section with the definition of various
types of approximate units in C∗-algebras. Afterwards, we prove the existence of
each one these types.

Let (Λ,≤) and (Σ,⊑) be two directed sets. An isotone from Λ into Σ is a
map ϕ : Λ→Σ preserving the order structure, that is ϕ(λ) ⊑ ϕ(θ) for all λ ≤ θ ∈ Λ.
An isotone is called an isomorphism of directed sets if it is a bijective map.

Definition 4.2.1. Let A be a C∗-algebra. An approximate unit for A is a net
(uλ) of positive elements of A indexed by a directed set Λ such that ‖uλ‖ ≤ 1 for
all λ ∈ Λ and we have

(4.4) ‖uλa− a‖→0 and ‖auλ − a‖→0, ∀a ∈ A.
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Some of the varieties of approximate units are as follows:

(i) An approximate unit (uλ) is called increasing if uλ ≤ uθ if λ ≤ θ.

(ii) An approximate unit (uλ) is called idempotent if uλ is a projection for all
λ ∈ Λ.

(iii) An approximate unit (uλ) is called countable if Λ is countable.

(iv) An approximate unit (uλ) is called sequential if Λ is the same directed set as
N (up to isomorphism of directed sets).

(v) An approximate unit (uλ) is called continuous if Λ is equipped with a topol-
ogy and there is a continuous isomorphism ϕ : (0,∞)→Λ of the directed sets.

In fact, each one of the limits in (4.4) implies the other one, by considering a∗

in stead of a and using the continuity of the involution. It is also worthwhile to note
that if (uλ)λ∈Λ is an approximate unit for a unital C∗-algebra A, then it eventually
consists of invertible elements in the unit ball of A converging to 1A. Even when A
is not unital, we sometimes use the expressions (1 − uλ)a→0 and a(1 − uλ)→0 (or
‖(1 − uλ)a‖→0 and ‖a(1 − uλ)‖→0) in lieu of limits in (4.4). One notes that they
are have the same meaning in Ã and since the inclusion A →֒ Ã is an isometry, they
make sense even in A. An important feature of approximate units that plays a key
role in studying various properties of C∗-algebras is the minimum cardinality of the
index sets of approximate units. Before proving the existence of approximate units
in general, we discuss some examples, notions and properties of approximate units.

Exercise 4.2.2. Show that every countable approximate unit (uλ) for a C
∗-algebra

A has a subnet (uλn) which is a sequential approximate unit for A.

Definition 4.2.3. A C∗-algebra A is called σ-unital if it possesses a countable (or
equivalently sequential) approximate unit.

Example 4.2.4. (i) Unital C∗-algebras are trivial examples of σ-unital C∗-algebras.

(ii) For n ∈ N define fn : R→C by the following formula:

fn(t) :=





1 |t| ≤ n
n− |t|+ 1 n ≤ |t| ≤ n + 1
0 |t| ≥ n+ 1

One easily verifies that {fn} is an increasing sequential approximate unit for
C0(R).
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Proposition 4.2.5. Let (uλ) be an approximate unit for a C∗-algebra A. Then we
have the following statements:

(i) For every a ∈ A, we have uλauλ→a.

(ii) For every a ∈ A+, we have a1/2uλa
1/2→a.

(iii) For every r > 0, urλ is an approximate unit.

Proof. (i) One notes that

‖uλauλ − a‖ ≤ ‖uλauλ − auλ‖+ ‖auλ − a‖ ≤ ‖uλa− a‖+ ‖auλ − a‖.

This inequality implies (i).

(ii) When a ≥ 0, we have uλa
1/2→a1/2 and a1/2uλ→a1/2. Using the continuity of

the multiplication, (ii) follows from these limits.

(iii) Fix a ∈ A. We note that ‖uλx − xuλ‖→0 as λ→∞ for all x ∈ A. Hence by
setting x = uλa, we get

‖u2λa− a‖ ≤ ‖u2λa− uλauλ‖+ ‖uλauλ − a‖→0.

By induction, we obtain ‖u2nλ a − a‖→0 for all n ∈ N. For r > 0, pick n big
enough such that 2n ≥ 2r. Inequalities

a∗u2
n

λ a ≤ a∗u2rλ a ≤ a∗urλa ≤ a∗a,

follow from Exercise 4.1.10(ii) and the fact that uαλ ≤ 1 for all α > 0. Regarding
this inequalities and using Lemma 4.1.13 and Exercise 4.1.14, we have

‖a∗u2rλ a− a∗urλa‖ ≤ ‖a∗u2nλ a− a∗a‖→∞,

and
‖a∗urλa− a∗a‖ ≤ ‖a∗u2nλ a− a∗a‖→∞.

Therefore we get

‖a− urλa‖2 = ‖(a∗ − a∗urλ)(a− urλa)‖
= ‖a∗a− 2a∗urλa+ a∗u2rλ a‖
≤ ‖a∗a− a∗urλa‖+ ‖a∗urλa− a∗u2rλ a‖→∞.

The following exercise is used in the next theorem:
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Exercise 4.2.6. Let I be an ideal (left, right or two sided) of a complex algebra A
and let A1 be the algebraic unitization of A. Show that I is an ideal (left, right or
two sided) of A1 as well. See also Proposition 4.3.3.

Theorem 4.2.7. Every dense two sided ideal I of a C∗-algebra A contains an ap-
proximate unit for A. More precisely, Define

ΛI := {a ∈ A+ ∩ I; ‖a‖ < 1}.

The set ΛI with the order structure inherited from A+ is a directed set and is an
increasing approximate identity, whose index set is itself.

Proof. Let us denote the set of all positive elements of I by I+. Define ϕ : ΛI→I+
by u 7→ (1−u)−1− 1. One easily sees that the map x 7→ 1− (1+ x)−1 is the inverse
of ϕ. In the definition of ϕ and ϕ−1, we used the unit element which belongs to Ã in
general. So, we have to check that ϕ and ϕ−1 are both well defined. In other words,
we must show that ϕ(u) ∈ I+ for all u ∈ ΛI and ϕ

−1(x) ∈ ΛI for all x ∈ I+.

For given u ∈ Λ, since ‖u‖ < 1 we have

ϕ(u) =

∞∑

n=1

un.

Therefore ϕ(u) ∈ C∗(u)⊆A. We also note that ϕ(u) = u + u
∑∞

n=1 u
n, and so

ϕ(u) ∈ I. Moreover, since un is positive for all n ∈ N and A+ is a closed cone, we
have ϕ(u) ∈ A+.

Let x ∈ I+. One easily checks that ‖ϕ−1(x)‖ < 1 and ϕ−1(x) is positive. Now,
we note that ϕ−1(x) = x(x + 1)−1. Consider the continuous functional calculus of
x, i.e. Φx : C(σÃ(x))→C∗(x, 1). Then we have ϕ−1(x) = Φx(f), where f(z) :=

z
z+1

.
Clearly, f(0) = 0, so ϕ−1(x) = Φx(f) ∈ C∗(x)⊆A. On the other hand, the equality
ϕ−1(x) = x(x+ 1)−1 implies that ϕ−1(x) ∈ I. Therefore ϕ−1(x) ∈ ΛI .

It follows from Proposition 4.1.17(i) that ϕ preserves the order. Therefore ΛI
is a directed set.

Now, we want to show that (1 − u)a→0 as u→∞ for all a ∈ A. First, we
prove this statement for a given a ∈ ΛI . Let ε > 0. By Proposition 4.1.11(ii),

there exists n ∈ N such that ‖a∗(1 − a1/n)a‖ = ‖a2 − a2+
1

n‖ < ε. For u ≥ a1/n

in ΛI , we have 1 − u ≤ 1 − a1/n, and so a∗(1 − u)a ≤ a∗(1 − a1/n)a. This implies
‖a∗(1− u)a‖ ≤ ‖a∗(1− a1/n)a‖ < ε. Hence when u→∞ (in the directed set ΛI), we
have

‖(1− u)a‖2 = ‖a∗(1− u)2a‖ ≤ ‖a∗(1− u)a‖ < ε.

This proves the first step. The first step clearly implies the same statement for
a ∈ I+ as well. Now, let a ∈ A+ and let ε > 0. Assume {bn} is a sequence in I
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such that bn→a1/2. Then bn
∗bn→a, and so (1 − u)bn

∗bn→(1 − u)a for all u ∈ ΛI .
This shows that (1 − u)a→0 as u→∞ for all a ∈ A+. Since every element of A is
a linear combination of four positive elements, this latter statement implies that ΛI
is an approximate unit for whole A.

Definition 4.2.8. A C∗-algebra A is called separable if it possesses a countable
and dense subset.

Proposition 4.2.9. (i) Every separable C∗-algebra A is σ-unital.

(ii) Every σ-unital C∗-algebra A has a continuous approximate unit.

Proof. (i) Let {ak} be a dense sequence in A and let (uλ) be an approximate
unit for A obtained in Theorem 4.2.7. Choose uλ1 arbitrarily. For a natural
number n ≥ 2, choose uλn such that uλn ≥ uλn−1

and ‖(1− uλn)xk‖ < 1/n for
all k = 1, · · · , n. Then by the construction, it is easy to see that the sequence
{uλn} is a sequential approximate unit for A. One notes that this sequential
approximate unit is increasing too.

(ii) Let {ui} be a sequential approximate unit in a C∗-algebra A as obtained in
(i). For every n ∈ Z and t ∈ [n, n + 1], we define

ut := (n+ 1− t)un + (t− n)un+1.

Then {ut}t∈R is a continuous approximate unit for A. To see this, assume
a ∈ A and ε > 0 are given. Choose n0 ∈ N such that for all n ≥ n0, we have
‖(1 − un)a‖ < ε and ‖(1 − un+1)a‖ < ε. Then for all t ≥ n0, there is some
n ∈ N such that t ∈ [n, n+ 1] and we have

‖(1− ut)a‖ = ‖(n+ 1− t)(1− un)a+ (t− n)(1− un+1)a‖
≤ ‖(n+ 1− t)(1− un)a‖+ ‖(t− n)(1− un+1)a‖
< (n + 1− t)ε+ (t− n)ε = ε.

Exercise 4.2.10. (i) Complete the proof of Part (i) of the above proposition.

(ii) In Part (ii) of the above proposition, show that if {ui} is an increasing sequen-
tial approximate unit, then {ut}t∈R is increasing too.
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4.3 Ideals and homomorphisms

In this section, A is always a C∗-algebra. By an ideal of A, we mean a two sided ideal
I of A which is closed under scalar multiplication, or equivalently, it is a subalgebra
of A. Left or right ideals will be specified.

Proposition 4.3.1. Let I be a closed left ideal of a C∗-algebra A. Then there is a
net (uλ) of positive elements of I in the unit ball of I such that limλ(a − auλ) = 0
for all a ∈ I. Moreover, if I is a two sided ideal of A, then (uλ) is an approximate
unit for I.

Proof. Set J := I ∩ I∗. One notes that J is a C∗-subalgebra of A. Therefore by
Theorem 4.2.7, there exists an approximate unit (uλ) for J in the unit ball of J . For
every a ∈ I, we have a∗a ∈ J , and consequently, limλ ‖a∗a(1 − uλ)‖ = 0. Thus we
have

lim
λ

‖a(1− uλ)‖2 = lim
λ

‖(1− uλ)a
∗a(1− uλ)‖

≤ lim
λ

‖a∗a(1− uλ)‖ = 0.

When I is a two sided ideal, we use the fact that aa∗ ∈ J for all a ∈ I, and so
limλ ‖(1 − uλ)aa

∗‖ = 0. Then it follows from a similar argument that limλ ‖(1 −
uλ)a‖ = 0 for all a ∈ I.

Proposition 4.3.2. Every closed ideal I of A is closed under the involution, and
so is a C∗-subalgebra of A.

Proof. Let (uλ) be the approximate unit for I obtained in Proposition 4.3.1 and let
a ∈ I. We have a = limλ auλ, so a

∗ = limλ uλa
∗. Thus a∗ ∈ I, because uλa

∗ ∈ I for
all λ and I is closed.

Proposition 4.3.3. Let I be a closed ideal in a C∗-algebra A and let J be a closed
ideal of I. Then J is an ideal of A.

Proof. Since J is a C∗-algebra, every element of J is a linear combination of four
positive elements. Therefore to prove that J is an ideal of A, it is enough to show
that ab, ba ∈ J for all a ∈ A and b ∈ J+. Let (uλ) be an approximate unit for I.
Then for all a ∈ A, b ∈ J+ and λ, we have uλb

1/2 ∈ I, so auλb
1/2 ∈ I. On the other

hand, b1/2 ∈ J , so auλb
1/2b1/2 ∈ J for all λ. Therefore ab = limλ auλb ∈ J . Similarly,

we have a∗b ∈ J . Since J is a C∗-algebra, it implies ba ∈ J .

Proposition 4.3.4. Let I be a closed ideal of a C∗-algebra A.
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(i) The quotient norm on A/I satisfies the following identities for every approxi-
mate unit (uλ) for I:

‖a+ I‖ = lim
λ

‖a− uλa‖ = lim
λ

‖a− auλ‖, ∀a ∈ A.

(ii) The quotient algebra A/I equipped with the quotient norm is a C∗-algebra.

Proof. Let (uλ) be an approximate unit for I.

(i) Let a ∈ A. For given ε > 0, let b be an element of I such that ‖a + b‖ <
‖a + I‖+ ε/2. Pick λ0 such that λ ≥ λ0 implies ‖(1 − uλ)b‖ < ε/2. Then we
have

‖(1− uλ)a‖ ≤ ‖(1− uλ)(a+ b)‖+ ‖(1− uλ)b‖
≤ ‖a+ b‖+ ‖(1− uλ)b‖
< ‖a+ I‖+ ε/2 + ε/2

≤ ‖(1− uλ)a‖+ ε.

When ε→0, we obtain the the first equality. The second equality is proved
similarly.

(ii) It is straightforward to check that A/I is an involutive algebra. We also
know that A/I is a Banach algebra. For every a ∈ A, we have ‖a∗ + I‖ =
limλ ‖(1−uλ)a∗‖ = limλ ‖a(1−uλ)‖ = ‖a+I‖. Therefore A/I is an involutive
Banach algebra. Now, we prove the C∗-identity for the quotient norm. Let
a ∈ A and b ∈ I. We note that the net (‖(a∗a + b)(1 − uλ)‖)λ is bounded by
‖a∗a+ b‖, so we have

‖a+ I‖2 = lim
λ

‖(1− uλ)a‖2 = lim
λ

‖(1− uλ)a
∗a(1− uλ)‖

≤ lim
λ

‖(1− uλ)(a
∗a + b)(1− uλ)‖+ lim

λ
‖(1− uλ)b(1 − uλ)‖

≤ ‖a∗a+ b‖ + lim
λ

‖(1− uλ)b‖ = ‖a∗a+ b‖.

Thus we have

‖a+ I‖2 ≤ ‖a∗a + I‖ ≤ ‖a∗ + I‖‖a+ I‖ = ‖a+ I‖2.

The C∗-identity follows from this.

Corollary 4.3.5. The image of every ∗-homomorphism ϕ : A→B between two C∗-
algebras is a C∗-algebra.
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Proof. Let I be the kernel of ϕ. Then the induced ∗-homomorphism A/I→B is
an injective ∗-homomorphism, and so an isometry by Corollary 3.2.13. Since A/I
is complete, ϕ(A) is closed in B, and so is complete. This proves that ϕ(A) is a
C∗-algebra.

The essence of the above corollary is the fact that the first isomorphism (in
algebra setting) A/I ≃ ϕ(A) is an isometry. It leads us to the second isomorphism
and its consequences.

Corollary 4.3.6. Let I be a closed ideal of a C∗-algebra A and let B be a C∗-
subalgebra of A. Then B + I is a C∗-subalgebra of A and there is an isometric
∗-isomorphism

B + I

I
≃ B

B ∩ I .

This isometry implies

inf{‖b+ a‖; a ∈ I} = inf{‖b+ c‖; c ∈ B ∩ I}, ∀b ∈ B.

In particular, If J is another closed ideal of A, then I + J is also a closed ideal of
A.

Proof. Let ϕ : B→A/I be the composition of the inclusion map ι : B →֒ A and
the quotient map π : A→A/I. Clearly, ϕ is a ∗-homomorphism, so its image is a
C∗-subalgebra of A/I. One notes that π−1(ϕ(B)) = B + I. Hence B + I is closed
in A, and so is complete. The isomorphism B+I

I
≃ B

B∩I
, which is called the second

isomorphism in algebra, is clearly a ∗-isomorphism, so is an isometry by Corollary
3.2.13.

Every C∗-algebra A is an ideal of Ã. Also, Proposition 2.1.24 implies that
K(H) is an ideal of the C∗-algebra B(H) of bounded operators on a Hilbert space
H . Let us characterize closed ideals of commutative C∗-algebras.

Example 4.3.7. Let X be locally compact and Hausdorff topological space. A
subset I⊆C0(X) is an ideal of C0(X) if and only if I = C0(U) for some open subset
U⊆X . For given ideal I of C0(X), set

C := {x ∈ X ; f(x) = 0, ∀f ∈ I}.

Let (xi) be a net in C converging to some point x ∈ X . Using Proposition 3.1.35,
we have f(xi) = x̂i(f)→x̂(f) = f(x) for all f ∈ C0(X) and this shows that C is
a closed subspace of X . Now, set U := X − C. Clearly, I⊆C0(U). Let g /∈ I.
Then π(g) 6= 0, where π : C0(X)→C0(X)/I is the quotient map. Since C0(X)/I
is a C∗-algebra by Proposition 4.3.4(ii), there exists a ϕ ∈ Ω(C0(X)/I) such that



4.3. IDEALS AND HOMOMORPHISMS 105

ϕ(π(g)) 6= 0. Assume x is the point in X such that x̂ = π∗(ϕ) = ϕπ. Then one
easily checks that x ∈ C. But g(x) = x̂(g) 6= 0. Therefore g /∈ I. This shows that
C0(U)⊆I, and so I = C0(U). The other implication is easy.

Exercise 4.3.8. Let X be locally compact and Hausdorff topological space. Prove
that there is a bijective correspondence between quotients of C0(X) and closed
subsets of X .

Let S1, · · · , Sn be subsets of a C∗-algebra A. The closure of the linear span of
all elements of the form s1 · · · sn, where si ∈ Si for all i = 1, · · · , n, is denoted by
S1 · · ·Sn.

Proposition 4.3.9. Let I and J be closed ideals of a C∗-algebra A. Then we have
I ∩ J = IJ .

Proof. It is clear that IJ⊆I ∩ J . To prove the reverse inclusion, it is enough to
show that a ∈ IJ for all a ∈ (I ∩ J)+. Since I ∩ J is a C∗-algebra and a is positive,
a1/2 ∈ I ∩ J . Thus if (uλ) be an approximate unit for I, uλa

1/2 ∈ I for all λ and
a1/2 ∈ J . Therefore a = limλ uλa

1/2a1/2 ∈ IJ .

Definition 4.3.10. Let A be a C∗-algebra. A C∗-subalgebra B of A is called a
hereditary C∗-subalgebra of A if the inequality a ≤ b for a ∈ A+ and b ∈ B+

implies a ∈ B.

Let A be a C∗-algebra. Any intersection of hereditary C∗-subalgebras of A is
a hereditary C∗-subalgebra of A as well. Therefore we can define the hereditary

C∗-subalgebra generated by a subset S⊆A to be the smallest hereditary C∗-
subalgebra of A containing S.

Example 4.3.11. Let p be a projection in a C∗-algebra A, that is p2 = p = p∗.
It is clear that pAp = {pap; a ∈ A} is a C∗-subalgebra of A. Moreover, pAp is
a hereditary C∗-subalgebra of A which is called a corner in A. To show this, let
b ∈ A+ and let b ≤ pap for some pap ∈ (pAp)+. Then by Exercise 4.1.10(ii), we
have 0 ≤ (1− p)b(1− p) ≤ (1− p)pap(1− p) = 0. Therefore we get

0 = ‖(1− p)b(1− p)‖ = ‖(1− p)b1/2b1/2(1− p)‖ = ‖b1/2(1− p)‖2,

and so b1/2 = b1/2p. Hence b = b1/2b1/2 = (b1/2)∗b1/2 = pb1/2b1/2p = pbp ∈ pAp.

The corner (1− p)A(1− p) is the complementary corner of pAp, which is
defined by 1− p, the complementary projection of p.

Exercise 4.3.12. Find an example of a C∗-algebra A, a projection p ∈ A, and
a ∈ A such that a is not positive or even self adjoint, but pap is positive.
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Theorem 4.3.13. Let A be a C∗-algebra.

(i) For every left closed ideal J of A, J ∩ J∗ is a hereditary C∗-subalgebra of A

(ii) The map θ : J 7→ J ∩J∗ is a bijective correspondence between the set of all left
closed ideals of A and the set of all hereditary C∗-subalgebras of A. In fact,
the inverse of this correspondence is given by the map θ−1 : B 7→ JB, where

JB := {a ∈ A; a∗a ∈ B}.

(iii) These correspondences preserve inclusions. In other words, for every two
closed left ideals J1 and J2 of A, J1⊆J2 if and only J1 ∩ J1∗⊆J2 ∩ J2∗.

Proof. (i) Clearly, for every closed left ideal J of A, J ∩ J∗ is a C∗-subalgebra of
A. Let a ∈ A+ and 0 ≤ a ≤ b for some b ∈ J ∩ J∗. Let (uλ) be the net in the
open unit ball of J obtained in Proposition 4.3.1. Then we have b = limλ buλ.
The inequalities 0 ≤ a ≤ b implies 0 ≤ (1 − uλ)a(1 − uλ) ≤ (1 − uλ)b(1− uλ)
for all λ. Hence we have

‖a1/2(1−uλ)‖2 = ‖(1−uλ)a(1−uλ)‖ ≤ ‖(1−uλ)b(1−uλ)‖ ≤ ‖b(1−uλ)‖→0.

This shows that a1/2 = limλ a
1/2uλ. Hence a

1/2 ∈ J , and so a ∈ J .

(ii) First, we have to show that θ−1 is well defined. Let B be a hereditary C∗-
subalgebra of A and let x, y ∈ JB. Then x

∗x, y∗y ∈ B. Hence we have

(x+ y)∗(x+ y) ≤ (x+ y)∗(x+ y) + (x− y)∗(x− y) = 2x∗x+ 2y∗y ∈ B,

and so x + y ∈ JB. Now, let a ∈ A and b ∈ JB. Then we get (ab)∗ab =
b∗a∗ab ≤ ‖a‖2b∗b ∈ B, so ab ∈ JB. Similarly, one shows that JB is closed
under scalar multiplication. Since B is closed, one easily observes that JB is
closed too. Therefore JB is a closed left ideal of A.

Now, we show that the map θθ−1 is the same as the identity map on the set
of hereditary C∗-subalgebras of A. For every b ∈ B, we have b∗b, bb∗ ∈ B,
so b, b∗ ∈ JB. This shows that b ∈ JB ∩ JB

∗. Hence B⊆JB ∩ JB
∗. Let

b ∈ (JB∩JB∗)+. Then b2 ∈ B, and since B is a C∗-algebra, b ∈ B. This shows
that (JB ∩ JB∗)+⊆B+, and so (JB ∩ JB∗)⊆B.

Finally, we prove that the map θ−1θ is the same as the identity map on the set
of closed left ideals of A. Let J be a closed left ideal of A and set B := J ∩J∗.
If x ∈ J , then x∗x ∈ J ∩ J∗ = B, and so x ∈ JB. Hence J⊆JB. Let x be a
positive element of JB. Then x

2 = x∗x ∈ J ∩J∗ = B. Since B is a C∗-algebra,
we have x ∈ B⊆J . Hence (JB)+⊆J+, and consequently JB⊆J .
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(iii) Let J1 and J2 be two closed left ideals of A. If J1⊆J2, then we have J1 ∩
J1
∗⊆J2 ∩ J2∗. Conversely, let J1 ∩ J1∗⊆J2 ∩ J2∗ and let a ∈ J1. Consider an

approximate unit (uλ) for J1 ∩ J1∗. One notes that

lim
λ

‖a(1− uλ)‖2 = lim
λ

‖(1− uλ)a
∗a(1− uλ)‖ ≤ lim

λ
‖a∗a(1− uλ)‖ = 0,

because a∗a ∈ J1 ∩ J1∗. So, a = limλ auλ. On the other hand, for every λ, we
have uλ ∈ J1 ∩ J1∗⊆J2 ∩ J2∗⊆J2. Hence auλ ∈ J2 for all λ, and consequently
a ∈ J2. Therefore J1⊆J2.

Corollary 4.3.14. Let I be a closed ideal of a C∗-algebra A.

(i) I is a hereditary C∗-subalgebra of A.

(ii) Considering I as a hereditary C∗-subalgebra of A, we have I = JI = {a ∈
A; a∗a ∈ I}.

(iii) For every a ∈ A, we have a ∈ I if and only if a∗a ∈ I if and only if aa∗ ∈ I.

Proof. (i) Because I = I∗ = I ∩ I∗. In other words, θ(I) = I with the notation
of the above theorem.

(ii) It follows from Part (ii) of the above theorem and (i), because θ−1(I) = I.

(iii) It follows from (i) and (ii).

Here is another characterization of hereditary C∗-subalgebras:

Proposition 4.3.15. A C∗-subalgebra B of a C∗-algebra A is hereditary if and only
if bab′ ∈ B for all b, b′ ∈ B and a ∈ A.

Proof. Assume B is hereditary, then B = J ∩ J∗ for some closed left ideal J of A.
If b, b′ ∈ B and a ∈ A, then (ba)b′ ∈ J , because b′ ∈ J and (bab′)∗ = (b′∗a∗)b∗ ∈ J ,
because b ∈ J∗. Therefore bab′ ∈ J ∩ J∗ = B.

Conversely, assume B is a C∗-subalgebra of A such that bab′ ∈ B for all
b, b′ ∈ B and a ∈ A. Let c ∈ A+, d ∈ B+, and c ≤ d. Consider an approximate unit
(uλ) for B. Then 0 ≤ c ≤ d implies 0 ≤ (1− uλ)c(1− uλ) ≤ (1− uλ)d(1− uλ), and
so

‖c1/2(1− uλ)‖ ≤ ‖d1/2(1− uλ)‖, ∀λ.
Hence c1/2 = limλ c

1/2(1 − uλ), because d
1/2 = limλ d

1/2(1 − uλ). Since uλcuλ ∈ B
for all λ, this shows that c = limλ uλcuλ ∈ B. Thus B is hereditary.



108 CHAPTER 4. BASICS OF THE THEORY OF C∗-ALGEBRAS

Exercise 4.3.16. Let B be a hereditary C∗-subalgebra of a C∗-algebra A and let I
be a closed ideal of A. Show that B + I is a hereditary C∗-subalgebra of A.

Corollary 4.3.17. Let a be a positive element of a C∗-algebra A. Then the closure
of aAa is the hereditary C∗-subalgebra of A generated by a.

Proof. Set B := aAa. By the above proposition, it is straightforward to check that
B is a hereditary C∗-subalgebra of A. Let (uλ) be an approximate unit for A. Then
a2 = limλ auλa, so a

2 ∈ B. Since B is a C∗-algebra, a ∈ B as well. Again, it follows
from the above proposition that B is the smallest hereditary C∗-subalgebra of A
containing a.

All separable hereditary C∗-subalgebras are of the form described in the above
proposition:

Proposition 4.3.18. Let B be a separable hereditary C∗-subalgebra of a C∗-algebra
A. Then there exists some a ∈ A such that B = aAa.

Proof. Let (un)n∈N be a sequential approximate unit for B and set

a :=
∞∑

n=1

un
2n
.

Clearly, a ∈ B+, and so aAa⊆B by the above corollary. On the other hand, for
every n ∈ N, un

2n
≤ a, so un ∈ aAa. For every b ∈ B, we have b = limn→∞ unbun.

Therefore by Proposition 4.3.15, we have b ∈ aAa. Hence B⊆aAa. This completes
the proof.

Proposition 4.3.19. Let B be a hereditary C∗-subalgebra of a unital C∗-algebra
A and let a ∈ A+. Assume for every ε > 0, there exists some b ∈ B+ such that
a ≤ b+ ε. Then a ∈ B.

Proof. For given ε > 0, pick bε ∈ B+ such that a ≤ b2ε + ε2. This implies a ≤
b2ε + ε2 + 2εbε = (bε + ε)2. We also note that bε + ε is an invertible element in B.
Therefore (bε+ε)

−1a(bε+ε)
−1 ≤ 1. We also observe that 1−bε(bε+ε)−1 = ε(bε+ε)

−1.
Using these facts, we have

‖a1/2(1− bε(bε + ε)−1‖2 = ε2‖a1/2(bε + ε)−1‖2
= ε2‖(bε + ε)−1a(bε + ε)−1‖ ≤ ε2.

Hence we have a1/2 = limε→0 a
1/2bε(bε + ε)−1, and similarly, a1/2 = limε→0(bε +

ε)−1bεa
1/2. Since all parts of this latter limit are positive elements, by taking adjoint,

we get a = limε→0(bε + ε)−1bεabε(bε + ε)−1. Since B is hereditary, by Proposition
4.3.15, we have (bε + ε)−1bεabε(bε + ε)−1 ∈ B, and so a ∈ B.
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The following theorem is a helpful tool to examine the ideal structure of C∗-
algebras:

Proposition 4.3.20. Let B be a hereditary C∗-subalgebra of a C∗-algebra A. A
subset J⊆B is a closed ideal of B if and only if the exists a closed ideal I of A such
that J = B ∩ I.

Proof. Let J be a closed ideal of B and set I := AJA. Then I is a closed ideal of A.
Using an approximate unit for J , one easily sees that J = J3. On the other hand,
since B is hereditary, using an approximate unit for B and by applying Proposition
4.3.15, we have B ∩ I = BIB. Again, we apply Proposition 4.3.15 to obtain

B ∩ I = BIB = B(AJA)B = BAJ3AB⊆BJB = J.

The reverse inclusion is trivial. Also the converse implication is clear.

To illustrate an application of the above proposition in ideal structure of C∗-
algebras, we need a definition:

Definition 4.3.21. A C∗-algebra A is called simple if 0 and A are its only closed
ideals.

Exercise 4.3.22. Prove that every non-zero ∗-homomorphism from ϕ : C→C equals
identity. Conclude that C is a simple C∗-algebra.

In the above example, it is enough to assume ϕ is a non-zero algebraic homo-
morphism.

Proposition 4.3.23. For all n ∈ N, the C∗-algebra Mn =Mn(C) is simple.

Proof. Let n ∈ N is given. Using the standard basis of Cn, we can considerMn as the
algebra of all n× n matrices with entries in C. Then Mn as a complex vector space
is generated by elementary matrices Eij for all 1 ≤ i, j ≤ n, see Exercise 3.3.2(iv).
Let I 6= 0 be an ideal of Mn. Pick 0 6= T = (tij) ∈ I and assume trs 6= 0 for
some 1 ≤ r, s ≤ n. Then it is straightforward to check that E11 = 1

trs
E1rTEs1 ∈ I.

Similarly, one checks that

Eij = Ei1E11E1j ∈ I, ∀1 ≤ i, j ≤ n,

and therefore Mn = I.

Again,Mn is simple even as an algebra. We can also rephrase the above propo-
sition by saying that every ∗-homomorphism (or just algebraic homomorphism) from
Mn into another C∗-algebra (or just complex algebra) is either one-to-one or zero.
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Proposition 4.3.24. Hereditary C∗-subalgebras of a simple C∗-algebra are simple.

Proof. Assume A is a simple C∗-algebra, B is a hereditary C∗-subalgebra of A, and
J is a closed ideal of B. Then J = B ∩ I for some closed ideal of A, by Proposition
4.3.20. Since A is simple, I = A or I = 0. Therefore J = B or J = 0.

We conclude this section with a brief discussion of multiplier algebras of C∗-
algebras. In the rest of this section, A is a C∗-algebra. The C∗-unitization of
A studied in Section 2.1 is the smallest C∗-algebra that contains A as an ideal.
However, we have to impose a certain condition to be able to determine the biggest
unitization for a C∗-algebra. The phrase “ the biggest unitization” will be explained
shortly.

Definition 4.3.25. Let R be a ring. A two sided ideal I of R is called an essential

ideal if every other non-zero ideal of R has a non-zero intersection with I.

One easily sees that A is always an essential ideal of Ã. We shall show that
the ideal F (H) of finite rank operators on a Hilbert space H is an essential ideal
of B(H), so is K(H), see Proposition 5.2.16. In the following example, we describe
essential ideals of commutative C∗-algebras.

Example 4.3.26. Let X be locally compact and Hausdorff topological space. An
ideal I of C0(X) is essential if and only if I = C0(U) for some open and dense
subset U⊆X . The correspondence between ideals of C0(X) and open subsets of
X has already been discussed in Example 4.3.7. Assume U is an open but not
dense, subset of X , so there is an open subset O⊆X such that O ∩ U = ∅. One
observes that C0(O) ∩ C0(U) = 0. Hence C0(U) is not an essential ideal of C0(X).
Conversely assume U is an open and dense subset of X . If C0(U

′) is a non-zero ideal
of C0(X), then U ′ must be non-empty, and so O = U ∩ U ′ 6= ∅. One observes that
0 6= C0(O) = C0(U) ∩ C0(U

′). Therefore C0(U) is an essential ideal of C0(X).

Definition 4.3.27. An ordered pair (L,R) of bounded operators on A is called a
double centralizer for A if for every a, b ∈ A, we have

L(ab) = L(a)b, R(ab) = aR(b), and R(a)b = aL(b).

The set of all double centralizers for A is denoted by M(A).

Example 4.3.28. For every c ∈ A, define Lc, Rc ∈ B(A) by Lc(a) := ca and
Rc(a) := ac. then the pair (Lc, Rc) is a double centralizer for A and one easily
checks that ‖Lc‖ = ‖Rc‖ = ‖c‖.

This suggests the following proposition:
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Proposition 4.3.29. (i) If (L,R) is a double centralizer for A, then ‖L‖ = ‖R‖.

(ii) If A is a unital C∗-algebra, then every double centralizer for A is of the form
(Lc, Rc) for some c ∈ A.

(iii) M(A) is a closed subspace of B(A)⊕B(A), where the norm on B(A)⊕B(A)
is defined by ‖(T, S)‖ := max{‖T‖, ‖S‖} for all (T, S) ∈ B(A)⊕ B(A).

Proof. (i) For every a, b ∈ A, we have ‖aL(b)‖ = ‖R(a)b‖ ≤ ‖R‖‖a‖‖b‖. Hence

‖L(b)‖ = sup{‖aL(b)‖; ‖a‖ ≤ 1}
≤ sup{‖R‖‖a‖‖b‖; ‖a‖ ≤ 1}
≤ ‖R‖‖b‖.

This shows that ‖L‖ ≤ ‖R‖. The reverse inequality follows from a similar
argument.

(ii) Let A be unital and let (L,R) be a double centralizer for A. Set c := L(1) =
R(1). Then for every a ∈ A, we have Lc(a) = ca = L(1)a = L(a) and similarly
Rc(a) = R(a).

(iii) It follows from the fact that all three equations in Definition 4.3.27 pass the
limit by continuity of product.

Regarding the above proposition, it makes sense to define the norm of a double
centralizer (L,R) for A by

‖(L,R)‖ := ‖L‖ = ‖R‖.

The scalar product is defined by λ(L,R) := (λL, λR) for all λ ∈ C and we define
the product of two double centralizers (L1, R1), (L2, R2) ∈M(A) by

(L1, R1)(L2, R2) := (L1L2, R1R2).

We also define an involution on M(A) by

(L,R)∗ := (R∗, L∗), ∀(L,R) ∈M(A),

where L∗(a) := L(a∗)∗ and R∗(a) := R(a∗)∗ for all a ∈ A.

Exercise 4.3.30. Prove that M(A) is an involutive Banach algebra with the above
operations.
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Proposition 4.3.31. (i) The algebra M(A) is a C∗-algebra.

(ii) The double centralizer (idA, idA) is the unit element of M(A).

(iii) The map a 7→ (La, Ra) is an injective ∗-homomorphism from A into M(A).

Proof. (i) We only need to check the C∗-identity for M(A). Let (L,R) ∈ M(A).
For every a ∈ A such that ‖a‖ ≤ 1, we have

‖L(a)‖2 = ‖L(a)∗L(a)‖ = ‖L∗(a∗)L(a)‖
= ‖R(L∗(a∗))a‖ ≤ ‖RL∗(a∗)‖
≤ ‖RL∗‖ = ‖(LR∗, RL∗)‖
= ‖(L,R)(R∗, L∗)‖ = ‖(L,R)(L,R)∗‖

Hence

‖(L,R)‖2 = ‖L‖2 = sup{‖L(a)‖2; ‖a‖ ≤ 1}
≤ ‖(L,R)(L,R)∗‖ ≤ ‖(L,R)‖2.

Therefore ‖(L,R)‖2 = ‖(L,R)(L,R)∗‖.

(ii) It is straightforward to check.

(iii) One easily checks that the map a 7→ (La, Ra) is a ∗-homomorphism and, by
Example 4.3.28, it is an isometry. Hence it is injective.

The C∗-algebra M(A) is called the multiplier algebra of A. By identifying
A with its image in M(A), we often consider A as a C∗-subalgebra of M(A).

Proposition 4.3.32. Every C∗-algebra A is an essential ideal of M(A).

Proof. First, we show that A is an ideal of M(A). For given (L,R) ∈ M(A) and
c ∈ A, set α := R(c). We claim (Lα, Rα) = (Lc, Rc)(L,R). For every a ∈ A,
we compute Lα(a) = R(c)a = cL(a) = Lc(L(a)), so Lα = LcL, or equivalently
‖Lα −LcL‖ = 0. This implies ‖Rα −RcR‖ = 0, and so Rα = RcR. This proves our
claim and shows that A is a right ideal ofM(A). Since A is an involutive subalgebra
of M(A), it is a left ideal of M(A) as well.

Now, let I be a non-zero ideal of M(A) and let 0 6= (L,R) ∈ I. So there is
a ∈ A such that x := L(a) 6= 0. The double centralizer (Lx∗ , Rx∗)(L,R) belongs
to both A and I, since both are ideals of M(A). On the other hand, Lx∗(L(a)) =
x∗L(a) = x∗x 6= 0. This shows that I ∩A 6= 0.
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Proposition 4.3.33. Let I be a closed ideal of A. Then there is a ∗-homomorphism
ϕ : A→M(I) extending the inclusion I →֒ M(I). Moreover, ϕ is one-to-one if and
only if I is essential in A. In particular, if a C∗-algebra B contains A as an essential
ideal, then there is a one-to-one ∗-homomorphism from B into the multiplier algebra
M(A).

Proof. For every a ∈ A, the pair (La, Ra) is a double centralizer for I. Hence we
define ϕ : a 7→ (La, Ra). It is clear that ϕ extends the inclusion I →֒ M(I).

Assume ϕ is one-to-one, then A is identified with a C∗-subalgebra of M(I).
Let J be a non-zero ideal of A. Since I is contained in A, the same argument as the
proof of Proposition 4.3.32 shows that I ∩ J 6= 0.

Conversely, assume that I is essential in A. Then the kernel of ϕ is a closed
ideal in A whose intersection with I is zero. Therefore it has to be zero.

Since M(A) is unital, the above proposition explains our earlier statement
about M(A) being the biggest unitization of A. Of course, we have to impose the
condition that every unitization contains A as an essential ideal.

Remark 4.3.34. The above proposition proves a universal property for the multiplier
algebra of a C∗-algebra. This universal property is often used to define the multiplier
algebras abstractly. Then the algebra of all double centralizers for a C∗-algebras
becomes a model for the abstract multiplier algebra. There are other models for
multiplier algebras.

Example 4.3.35. Let X be a locally compact and Hausdorff topological space.
One easily observes that C0(X) is a closed ideal of Cb(X). We claim that Cb(X)
contains C0(X) as an essential ideal. Let I be an ideal of Cb(X) and f ∈ I be
a non-zero bounded and continuous function from X into C. Pick x0 ∈ X such
that f(x0) 6= 0. Hence there exists an open neighborhood U around x such that
f(x) 6= 0 for all x ∈ U . Since X∞ is a normal space, by Urysohn’s lemma, there
is a continuous function g : X→[0, 1] such that g(x0) = 1 and supp(g)⊆U . Clearly,
0 6= gf ∈ C0(X) ∩ I. This proves our claim.

Therefore by Proposition 4.3.33, there is a one-to-one ∗-homomorphism ϕ :
Cb(X)→M(C0(X). We prove that ϕ is onto, and so an isomorphism. To prove this
it is enough to show that, for every c ∈ M(C0(X))+, there is g ∈ C0(X) such that
ϕ(g) = c. Let (uλ) be an increasing approximate unit for C0(X). then for every
x ∈ X , the net (cuλ(x)) lies in [0, 1] and we have cuλ(x) ≤ ‖cuλ‖sup ≤ ‖c‖sup for all
λ, so this net is bounded above. Similarly, one checks that this net is increasing.
This shows that this net is convergent, and consequently we can define g : X→C by
g(x) := limλ cuλ(x). Clearly, g is a non-negative bounded function on X . Moreover,
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for every f ∈ C0(X), we have

gf(x) = lim
λ
cuλ(x)f(x) = c lim

λ
uλ(x)f(x) = (c lim

λ
uλf)(x) = cf(x).

Hence gf = cf ∈ C0(X).

Next, we show that it is also continuous and so a member of Cb(X). Let (xµ)
be a net in X convergent to a point x0. We choose a compact neighborhood K
around x0 and assume (xµ) lies in K. By Urysohn’s lemma, there is a continuous
function h ∈ C0(X) such that h = 1 on K. Since hg = gh ∈ C0(X), we have

g(x0) = hg(x0) = hg(lim
µ
xµ) = lim

µ
hg(xµ) = lim

µ
g(xµ).

Therefore g ∈ Cb(X). For every f ∈ C0(X), we have

ϕ(g)f = ϕ(g)ϕ(f) = ϕ(gf) = gf = cf,

and similarly fϕ(g) = fc. These two equalities show that

(4.5) (ϕ(g)− c)C0(X) = 0 = C0(X)(ϕ(g)− c).

If ϕ(g)− c 6= 0, let I be the non-zero ideal of M(C0(X)) generated by ϕ(g)− c. It
follows from (4.5) that IC0(X) = 0. But this contradicts with the fact that C0(X)
is an essential ideal of M(C0(X)). Therefore c = ϕ(g). This shows that ϕ is onto.

As another example for multiplier algebras, we shall show that B(H) is the
multiplier algebra of the C∗-algebra K(H) of compact operators on a Hilbert space
H , see Proposition 5.7.7.

4.4 Problems

Problem 4.1. (i) Find an ideal of the commutative C∗-algebra C0(R) that is not
closed.

(ii) Find an ideal of the commutative C∗-algebra C0(C) that is not self adjoint.

Problem 4.2. Let X be a locally compact and Hausdorff topological space.

(i) Show that X is σ-compact, namely X can be covered by a sequence of its
compact subsets, if and only if there exists some f ∈ C0(X) such that f(x) > 0
for all x ∈ X .
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(ii) Assume X is σ-compact and f is a function as described in the above. Show
that {f 1/n}n∈N is a sequential approximate unit for C0(X). Describe a condi-
tion on f which implies that {f 1/n}n∈N is an increasing approximate unit for
C0(X).

(iii) Show that C0(X) is σ-unital if and only if X is σ-compact.

Problem 4.3. Let ϕ : A→B be an isometric linear map between two unital C∗-
algebras such that ϕ(a∗) = ϕ(a)∗ for all a ∈ A and ϕ(1) = 1. Show that ϕ is a
positive map.

Problem 4.4. Let A be a C∗-algebra. A semi-norm N on A is called a C∗-semi-

norm if for every a, b ∈ A, we have

N(a) ≤ ‖a‖, N(ab) ≤ N(a)N(b), N(a∗a) = N(a)2.

The set of all C∗-semi-norms on A is denoted by N (A).

(i) Equip N (A) with the point-wise convergence topology, namely a net (Ni) of
C∗-semi-norms is convergent to a C∗-semi-norm N if and only if Ni(a)→N(a)
for all a ∈ A. Show that N (A) is compact in this topology.

(ii) For a closed ideal I of A, define a C∗-semi-norm NI by NI(a) := ‖π(a)‖
for all a ∈ A, where π : A→A/I is the natural quotient map. Show that the
correspondence I  NI is a bijective correspondence between the set all closed
ideals of A, which we denote it by I(A), and N (A).

(iii) For I, J ∈ I(A), show that NI∩J = sup{NI , NJ}.

(iv) A C∗-semi-norm N is called extremal if NI ≤ N and NJ ≤ N for I, J ∈ I(A)
imply that either NI = N or NJ = N . An ideal I is called prime if J1J2⊆I
for two ideals J1, J2 of A implies that either J1⊆I or J2⊆I. Show that a
closed ideal I of A is prime if and only if the C∗-semi-norm NI is non-zero and
extremal.
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Chapter 5

Bounded operators on Hilbert

spaces

Every closed involutive subalgebra of the algebra B(H) of bounded operators on
a Hilbert space H is a C∗-algebra. These C∗-algebras are known as concrete

C∗-algebras, in contrast with abstract C∗-algebras which are involutive Banach al-
gebras whose norms satisfy C∗-identity. In this chapter, we present basic definitions
and results concerning concrete C∗-algebras. Naturally, our discussion intersects
with the general theory of operator algebras on Hilbert spaces, but we avoid a com-
prehensive, or even a moderate, study of operator algebras here.

We begin with Hilbert spaces in Section 5.1 and cover basic notions and materi-
als about Hilbert spaces necessary for our purposes. This includes various identities
and inequalities in Hilbert spaces, orthogonality, various examples and construc-
tions of Hilbert spaces as well as weak topology in Hilbert spaces. We also discuss
orthonormal bases for Hilbert spaces. In section 5.2, we study the elementary top-
ics about bounded operators on Hilbert spaces such as sesquilinear forms, adjoint
operators, invertibility and finite rank operators. We conclude this section with
introducing the commutant of a subset of B(H) and definition of a von Neumann
algebra.

In Section 5.3, we discuss three important examples of concrete C∗-algebras;
the reduced group C∗-algebra of a locally compact groupG, the C∗-algebra L∞(X, µ)
acting on L2(X, µ), where (X, µ) is a measure space, and the Toeplitz algebra. There
are many locally convex topologies, besides the norm topology, on the C∗-algebra
B(H) which reveal different features of this C∗-algebra. In Section 5.4, we study
three major topologies on B(H); the strong, weak and strong-∗ operator topologies.
They are compared to each other and many results concerning convergence in these
topologies are proved.

117
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The Borel functional calculus in B(H) is presented in Section 5.5. Section 5.6 is
devoted to projections in B(H). After presenting basic materials about projections,
we prove the polar decomposition of elements of B(H). In Section 5.7, C∗-algebras
of compact operators are studied briefly. Finally, we conclude this chapter with a
short section about von Neumann algebra, which is devoted to the bicommutant
theorem.

In this chapter all vector spaces are over the field C of complex numbers.

5.1 Hilbert spaces

Hilbert spaces are characterized by the cardinality of their orthonormal bases. Our
main goal in this section is to cover enough basic materials from the theory of Hilbert
spaces to prove this statement. Along the way, many useful results, techniques and
examples are presented too. We also explain briefly the weak topology of Hilbert
spaces.

Definition 5.1.1. Let E be a vector space. A sesquilinear form on E is a
function 〈−,−〉 : E × E→C such that, for all x, y, z ∈ E and λ ∈ C, we have

(i) 〈λx+ y, z〉 = λ〈x, z〉 + 〈y, z〉, (〈−,−〉 is linear in its first variable), and

(ii) 〈y, x〉 = 〈x, y〉, (〈−,−〉 is conjugate-symmetric).

It is called a pre-inner product if it is also a positive form, that is

(iii) 〈x, x〉 ≥ 0, for all x ∈ E.

A pre-inner product is called an inner product if it is also definite, that is

(iv) 〈x, x〉 = 0 if and only if x = 0.

A pre-inner product comes with many tools that are helpful in this chapter.

Proposition 5.1.2. Let 〈−,−〉 be a pre-inner product on a vector space E. Define

a function ‖− ‖ : E→[0,∞) by ‖x‖ := 〈x, x〉1/2 for all x ∈ E. ‖− ‖ is a semi-norm
on E and it possesses the following properties, for all x, y ∈ E:

(i) |〈x, y〉| ≤ ‖x‖‖y‖, (the Cauchy-Schwartz inequality or briefly CS in-

equality),

(ii) ‖x+ y‖2 + ‖x− y‖2 = 2(‖x‖2 + ‖y‖2), ( the parallelogram law),
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(iii) 4〈x, y〉 = ‖x + y‖2 − ‖x − y‖2 + i‖x + iy‖2 − i‖x − iy‖2, ( the polarization

identity).

(iv) If 〈−,−〉 is an inner product, then ‖ − ‖ is a norm.

Moreover, we have ‖x‖ = sup{|〈x, y〉|; ‖y‖ = 1} for all x ∈ E.

Proof. To show ‖ − ‖ is a semi-norm, we only prove the triangle inequality, that
is ‖x + y‖ ≤ ‖x‖ + ‖y‖ for all x, y ∈ E. And to prove this, we have to use CS
inequality.

‖x+ y‖2 = 〈x+ y, x+ y〉
= 〈x, x〉+ 〈y, y〉+ 〈x, y〉+ 〈y, x〉
≤ ‖x‖2 + ‖y‖2 + |〈x, y〉|+ |〈y, x〉|
≤ ‖x‖2 + ‖y‖2 + 2‖x‖‖y‖
= (‖x‖+ ‖y‖)2.

The rest of the properties of a semi-norm are left to the reader.

(i) By expanding the inequality 〈x+ αy, x+ αy〉 ≥ 0, we get

‖x‖2 + α〈x, y〉+ α〈y, x〉+ |α|2‖y‖2 ≥ 0.

By putting α = −〈x,y〉
‖y‖2

when ‖y‖ 6= 0, the desired inequality is obtained. When

‖y‖ = 0 but ‖x‖ 6= 0, a similar arguments works. When ‖y‖ = ‖x‖ = 0, using
Parts (ii) and (iii), one can show that 〈x, y〉 = 0.

(ii) It is proved easily by expanding the left hand side of the identity.

(iii) It is proved easily by expanding the right hand side of the identity.

(iv) It is clear.

Finally, it is clear from CS inequality that sup{|〈x, y〉|; ‖y‖ = 1} ≤ ‖x‖. If ‖x‖ = 0,
the reverse inequality is clear too. If ‖x‖ 6= 0, we have ‖x‖ = 〈x, x

‖x‖
〉 and ‖ x

‖x‖
‖ = 1.

This proves the reverse inequality.

An immediate consequence of CS inequality is the following corollary:

Corollary 5.1.3. Let 〈−,−〉 be a pre-inner product on a vector space E. Then
〈−,−〉 is jointly continuous.

Corollary 5.1.4. Let 〈−,−〉 be an inner product on a vector space E. If 〈x, y〉 = 0
for all y ∈ E, then x = 0.
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Proof. Use the equality ‖x‖ = sup{|〈x, y〉|; ‖y‖ = 1} and the fact that ‖ − ‖ is a
norm.

Proposition 5.1.5. Let 〈−,−〉 be an inner product on a vector space H and let
x, y ∈ H. Then the following statements are equivalent:

(i) ‖x+ y‖ = ‖x‖+ ‖y‖.

(ii) 〈x, y〉 = ‖x‖‖y‖.
(iii) One of x and y is non-negative scaler multiple of the other one.

Proof. Assume (i) holds. We compute

‖x‖2 + ‖y‖2 + 2‖x‖‖y‖ = (‖x‖+ ‖y‖)2 = ‖x+ y‖2
= 〈x+ y, x+ y〉 = ‖x‖2 + ‖y‖2 + 〈x, y〉+ 〈y, x〉
= ‖x‖2 + ‖y‖2 + 2Re〈x, y〉.

Using CS inequality, we obtain

|〈x, y〉| ≤ ‖x‖‖y‖ = Re〈x, y〉 ≤ |〈x, y〉|.
This proves (ii).

Let (ii) hold. then for a, b ∈ R, we have

‖ax+ by‖2 = a2‖x‖2 + 2abRe〈x, y〉+ b2‖y‖2
= a2‖x‖2 + 2ab‖x‖‖y‖+ b2‖y‖2
= (a‖x‖+ b‖y‖)2.

By setting a = ‖y‖ and b = −‖x‖, we obtain ‖y‖x − ‖x‖y = 0. If x = 0, then

x = 0y. If x 6= 0, then y = ‖y‖
‖x‖
x. This shows (iii).

Assume (iii) holds, so x = ay for some a ≥ 0, then ‖x + y‖ = ‖(a + 1)y‖ =
(a+ 1)‖y‖ = ‖ay‖+ ‖y‖ = ‖x‖+ ‖y‖. This shows (i).
Corollary 5.1.6. Let 〈−,−〉 be an inner product on a vector space H and let x, y ∈
H. Then |〈x, y〉| = ‖x‖‖y‖ if and only if x and y are linearly dependent.

Proof. Assume |〈x, y〉| = ‖x‖‖y‖, then there exits some λ ∈ C such that |λ| = 1 and
λ〈x, y〉 = ‖x‖‖y‖, or equivalently 〈λx, y〉 = ‖λx‖‖y‖. By the above proposition, x
and y are linearly dependent.

Conversely, assume x = λy for some λ ∈ C, then
|〈x, y〉| = |λ〈y, y〉| = |λ|‖y‖2 = ‖x‖‖y‖.
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Definition 5.1.7. (i) A vector space H equipped with an inner product 〈−,−〉
is called a pre-Hilbert space. If H is complete with respect to the norm
defined by 〈−,−〉, then H is called a Hilbert space. Such a Hilbert space is
often denoted by the ordered pair (H, 〈−,−〉).

(ii) A unitary equivalence from a Hilbert space (H1, 〈−,−〉1) into another Hilbert
space (H2, 〈−,−〉2) is a linear isomorphism u : H1→H2 which preserves the
inner product structures, that is

〈u(x), u(y)〉2 = 〈x, y〉1, ∀x, y ∈ H1.

If there is a unitary equivalence between two Hilbert spaces (H1, 〈−,−〉1) and
(H2, 〈−,−〉2), we call them unitary equivalent and denote this by H1 ≃ H2.
If u as above preserves the inner products but is not necessarily onto, we call
it a unitary injection.

Exercise 5.1.8. Show that a linear map ϕ : H1→H2 between two Hilbert spaces is
a unitary injection if and only if it is an isometry.

Exercise 5.1.9. Show that every unitary equivalence is continuous and its inverse
is a unitary equivalence too.

Example 5.1.10. (i) Every finite dimensional pre-Hilbert space is a Hilbert space,
because every finite dimensional normed space is complete, see Theorem 1.21
od [41]. Therefore H = Cn equipped with the standard inner product, that is
〈x, y〉 :=∑n

i=1 xiyi for all x = (x1, · · · , xn), y = (y1, · · · , yn) ∈ Cn, is a Hilbert
space.

(ii) Let (X, µ) be a measure space. Consider the vector space L2(X, µ) (or briefly
L2(X)) consisting of all square integrable functions on X with respect to
µ, that is

L2(X, µ) :=

{
f : X→C;

∫

X

|f(x)|2dµ(x) <∞
}
.

Define 〈−,−〉 : L2(X, µ)× L2(X, µ)→C by

〈f, g〉 :=
∫

X

f(x)g(x)dµ(x), ∀f, g ∈ L2(X, µ).

It is easy to show that 〈−,−〉 is a pre-inner product. Set

N := {f ∈ L2(X, µ); 〈f, f〉 = 0}.

Then N is a subspace of L2(X, µ). For every pair (f +N, g +N) of elements
of the quotient space L2(X, µ)/N , we define 〈f + N, g + N〉 := 〈f, g〉. It is
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straightforward to check that this function is well defined, and in fact, it is
an inner product on the quotient space. We do not change the notation and
denote the pre-Hilbert space obtained in this way by (L2(X, µ), 〈−,−〉). It
is actually shown that L2(X, µ) is a Banach space with respect to the norm
defined by 〈−,−〉 and so is a Hilbert space, see Theorem 6.6 of [19] or Problem
5.2. The norm defined by this inner product is usually denoted by ‖ − ‖2, that
is

‖f‖2 :=
(∫

X

|f(x)|2dµ(x)
)1/2

, ∀f ∈ L2(X, µ).

When µ is the counting measure, N = 0 and we use the notation ℓ2(X) in
lieu of L2(X, µ). In this case, we also use summation in stead of integral. For
example, the inner product of ℓ2(N) is defined by

〈(a1, a2, · · · ), (b1, b2, · · · )〉 :=
∞∑

n=1

anbn.

The Hilbert space ℓ2(N) has a specific feature and is denoted simply by ℓ2 in
many books. We employ this simple notation too. One also easily observes
that whenever X = {1, · · · , n}, we obtain the Hilbert space introduced in Item
(i).

We can generalize this class of Hilbert spaces further by replacing C with an
arbitrary Hilbert space. Let (H, 〈−,−〉) be a Hilbert space and let (X, µ) be
a measure space as before. A map f : X→H is called weakly measurable

if the map x 7→ 〈f(x), h〉 is measurable for all h ∈ H . Define L2(X, µ,H)
(or simply L2(X,H)) to be the vector space of all weakly measurable maps
f : X→H such that they are square integrable, that is

‖f‖22 :=
∫

X

‖f(x)‖2dµ(x) <∞.

The inner product for this Hilbert space is defined as follows:

〈f, g〉 :=
∫

X

〈f(x), g(x)〉dµ(x), ∀f, g ∈ L2(X, µ,H).

Of course, again, we have to consider the quotient of L2(X, µ,H) modulo
the subspace of all null functions with respect to this inner product and the
measure µ.

(iii) Let A be a C∗-algebra and let ϕ : A→C be a ∗-homomorphism. Then ϕ is
positive, and so ϕ(aa∗) ≥ 0 for all a ∈ A. We define 〈−,−〉ϕ : A × A→C by
〈a, b〉ϕ := ϕ(ab∗). One checks that 〈−,−〉ϕ is a pre-inner product on A. Define

Nϕ := {a ∈ A;ϕ(aa∗) = 0}.



5.1. HILBERT SPACES 123

Then the form 〈−,−〉ϕ can be defined similarly over the quotient space A/Nϕ

and the pair (A/Nϕ, 〈−,−〉ϕ) is a pre-Hilbert space. The completion of A/Nϕ

with respect to the norm defined by 〈−,−〉ϕ is denoted by Hϕ and the Hilbert
space (Hϕ, 〈−,−〉ϕ) is called the Hilbert space induced by ϕ. The Hilbert
spaces obtained in this way play the key role in GNS construction.

In the following, we explain some useful constructions on Hilbert spaces :

Example 5.1.11. (i) Let (H1, 〈−,−〉1) and (H2, 〈−,−〉2) be two Hilbert spaces.
We endow the vector space H1 ⊕H2 with the following inner product:

〈x1 ⊕ x2, y1 ⊕ y2〉 := 〈x1, y1〉1 + 〈x2, y2〉2, ∀x1 ⊕ x2, y1 ⊕ y2 ∈ H1 ⊕H2.

One easily checks that (H1 ⊕ H2, 〈−,−〉) is a Hilbert space. It is called the
direct sum of H1 and H2.

Now, let {(Hλ, 〈−,−〉λ);λ ∈ Λ} be a collection of Hilbert spaces index by a
set Λ. Let

⊕
λ∈ΛHλ denote the set of all elements (hλ) in the direct product∏

λ∈ΛHi such that ∑

λ∈Λ

〈hλ, hλ〉λ <∞.

It is straightforward to check that
⊕

λ∈ΛHλ with the following inner product
is a Hilbert space:

〈(xλ), (yλ)〉 :=
∑

λ∈Λ

〈xλ, yλ〉λ, ∀(xλ), (yλ) ∈
⊕

λ∈Λ

Hλ.

This Hilbert space is called the direct sum of the family {(Hλ, 〈−,−〉λ);λ ∈
Λ} of Hilbert spaces. If all the Hilbert spaces in this family are the same
Hilbert space H , then this direct sum is called the amplification of H by

the cardinality of Λ and it is denoted by HΛ. If |Λ| = n (resp. Λ is
countably infinite), HΛ is denoted by Hn (resp. H∞). One easily checks that
the algebraic direct sum of the vector spaces {Hλ;λ ∈ Λ} is dense in

⊕
λ∈ΛHλ.

(ii) Let (H1, 〈−,−〉1) and (H2, 〈−,−〉2) be two Hilbert spaces. Denote the alge-
braic tensor product of H1 and H2 over C by H1⊙H2. In order to define inner
product on this vector space, we have to take a closer look at its structure.

H1 ⊙H2 :=
〈h1 ⊗ h2; h1 ∈ H1, h2 ∈ H2〉

N
,

where the subspace N is defined in a specific way to imply various properties
of the tensor product. More precisely, N is generated by the following types
of elements:
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(a) (a+ b)⊗ c− [a⊗ c+ b⊗ c] for all a, b ∈ H1 and c ∈ H2,

(b) and similar relation for the second variable; a⊗ (c+ d)− [a⊗ c+ a⊗ d]
for all a ∈ H1 and c, d ∈ H2,

(c) (λa)⊗ c− λ(a⊗ c) for all a ∈ H1, c ∈ H2 and λ ∈ C,
(d) and similar relation for the second variable; a ⊗ (λc) − λ(a ⊗ c) for all

a ∈ H1, c ∈ H2 and λ ∈ C.

Elements of the form h1 ⊗ h2, where h1 ∈ H1 and h2 ∈ H2, are called simple

tensors. We first define inner product for simple tensors, then we extend
it linearly to the vector space generated by them, and afterwards, we show
briefly that the inner product preserves the relations defining N , and so it
is well defined over tensor product. Finally, one easily checks that the inner
product obtained in this way satisfies all the axioms of an inner product. We
define

〈a⊗ c, b⊗ d〉 := 〈a, b〉1〈c, d〉2, ∀a, b ∈ H1, c, d ∈ H2.

Let us check the relation described in Item (a) in the above. For all a, b, h1 ∈
H1 and c, h2 ∈ H2, we compute

〈(a+ b)⊗ c, h1 ⊗ h2〉 = 〈a + b, h1〉1〈c, h2〉2
= (〈a, h1〉1 + 〈b, h1〉1)〈c, h2〉2
= 〈a, h1〉1〈c, h2〉2 + 〈b, h1〉1〈c, h2〉2
= 〈a⊗ c, h1 ⊗ h2〉+ 〈b⊗ c, h1 ⊗ h2〉
= 〈a⊗ c+ b⊗ c, h1 ⊗ h2〉.

One easily checks the rest of the relations as well as the fact that 〈−,−〉 is an
inner product on H1 ⊙ H2. The completion of H1 ⊙ H2 with respect to the
norm defined by this inner product is called the tensor product of H1 and

H2 and is denoted by H1 ⊗H2.

The reader is strongly advised to check all the details of the above examples.
There are also some exercises at the end of this chapter related to these examples
and constructions.

The key concept in Hilbert spaces is Orthogonality which determines the
geometric, analytical, and (somehow) algebraic behavior of Hilbert spaces and their
algebras of operators.

Definition 5.1.12. Let (H, 〈−,−〉) be a Hilbert space, (or a pre-Hilbert space) and
let ‖ − ‖ denote the norm defined by the inner product.

(i) A subset S⊆H is called an orthogonal set if 0 /∈ S and 〈x, y〉 = 0 for every
pair x 6= y in S.
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(ii) A subset S⊆H is called normal if ‖x‖ = 1 for all x ∈ S. A subset S⊆H is
called orthonormal if it is normal and orthogonal.

(iii) Let S be a subset of H . A vector y ∈ H is called orthogonal to S if 〈x, y〉 = 0
for all x ∈ S. This is denoted by S ⊥ y (or equivalently y ⊥ S). The set of
all vectors orthogonal to S is called the orthogonal complement of S and is
denoted by S⊥. Two subsets S and R of H are called orthogonal if 〈x, y〉 = 0
for all x ∈ S and y ∈ R.

For every subset S⊆H , one easily sees that S⊥ is a closed subspace of H .

Lemma 5.1.13. Let X be a closed subspace of a Hilbert space H. For every given
h ∈ H, there is a unique vector xh ∈ X such that

(5.1) ‖h− xh‖ ≤ ‖h− y‖, ∀y ∈ X.

Moreover, we have

Re〈xh, h− xh〉 ≥ Re〈y, h− xh〉, ∀y ∈ X.

Proof. Set d := inf{‖h − y‖; y ∈ X} and let {yn} be a sequence in X such that
‖h − yn‖→d. For all m,n ∈ N, using parallelogram law for h − ym and h − yn, we
obtain

(5.2) ‖2h− yn − ym‖2 + ‖yn − ym‖2 = 2(‖h− yn‖2 + ‖h− ym‖2).

Since yn+ym
2

∈ X , we have 4d2 ≤ 4‖h− yn+ym
2

‖2. Thus we obtain

‖yn − ym‖ ≤ 2(‖h− yn‖2 + ‖h− ym‖2)− 4d2.

When min{m,n}→∞, the right hand side of the above inequality tends to zero.
This shows that {yn} is a Cauchy sequence. Since X is closed, {yn} converges to
some xh ∈ h. It is clear that ‖h − xh‖ = d. Assume x is another vector in X
such that ‖h− x‖ = d. If we replace yn and ym in (5.2 ) by xh and x, then we get
‖xh − x‖ = 0. This proves the uniqueness of xh.

Using (5.1), for every t ∈ (0, 1) and for all y ∈ X , we have

‖h− xh‖2 ≤ ‖h− xh − t(y − xh)‖2
= ‖h− xh‖2 − 2tRe〈y − xh, h− xh〉+ t2‖y − xh‖2.

Hence
2Re〈y − xh, h− xh〉 ≤ t‖y − xh‖2,

for all t ∈ (0, 1). When t→0, we get the desired inequality; Re〈xh, h − xh〉 ≥
Re〈y, h− xh〉 for all y ∈ X .
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The unique vector xh associated to h ∈ H in the above lemma is called the
orthogonal projection of h on X .

The following notations are useful. Let E be a topological vector space and let
S be subset of E. The set of all linear combination of elements of S are denoted by
〈S〉 and is called the span of S. The closed span of S, i.e. the closure of the span
of S, is denoted by [S]. It is the smallest closed subspace containing S. A subset S
of E is called a total set of E if E = [S].

Corollary 5.1.14. Let (H, 〈−,−〉) be a Hilbert space and let X be a subset of H.

(i) If X is a closed subspace of H, then both X and X⊥ equipped with inner
products inherited from H are Hilbert spaces and H ≃ X ⊕X⊥.

(ii) X⊆(X⊥)⊥. Moreover, X is a closed subspace of H if and only if X = (X⊥)⊥.

(iii) If X is a closed subspace of H, then X = H if and only if X⊥ = {0}. Gener-
ally, X⊥ = {0} implies that 〈X〉 is dense in H.

(iv) [X ] = (X⊥)⊥.

Proof. (i) Assume X is a closed subspace of H . It is straightforward to check
that X and X⊥ are Hilbert spaces and that X ∩ X⊥ = ∅. For every h ∈ H ,
let xh be the orthogonal projection of h on X and set yh := h − xh. then for
every x ∈ X , we have Re〈x, yh〉 ≤ Re〈xh, yh〉. For arbitrary λ ∈ C, we replace
x with λx in the latter inequality and we get

Reλ〈x, yh〉 ≤ Re〈xh, yh〉, ∀x ∈ X, λ ∈ C.

Hence 〈x, yh〉 = 0 for all x ∈ X , i.e. yh ∈ X⊥. Therefore the decomposition
h = xh + yh shows that H is the direct sum of X and X⊥.

(ii) A simple calculation shows that X⊆(X⊥)⊥. Assume that X is a closed sub-
space of H and h ∈ (X⊥)⊥. Then h = xh + y, where xh is the orthogonal
projection of h on X and y = h − xh ∈ X⊥. Since both h and xh belong to
(X⊥)⊥, y ∈ (X⊥)⊥. Then we have y = 0 because X⊥ ∩ (X⊥)⊥ = {0}. This
shows h = xh ∈ X . Therefore (X⊥)⊥⊆X .

(iii) It is clear from (i).

(iv) It is clear from (ii).
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Exercise 5.1.15. Let x, y be two elements of a Hilbert space H and let x ⊥ y.
Prove Pythagoras’ identity;

‖x+ y‖2 = ‖x‖2 + ‖y‖2.

Extend this identity for summation of n pairwise orthogonal elements of a Hilbert
space.

Exercise 5.1.16. Let X be a closed subspace of a Hilbert space H and let the map
H→X , h 7→ xh be the orthogonal projection on X .

(i) Show that xh = 0 if and only if h ∈ X⊥.

(ii) Show that xh = h if and only if h ∈ X .

A subset S of a topological vector space is called linearly independent if
every finite subset of S is linearly independent. Part (ii) of the following proposition
can be regarded as the generalization of Pythagoras’ identity for infinite sums:

Proposition 5.1.17. Let H be a Hilbert space and let B be an orthogonal subset of
H. Then

(i) B is a linearly independent set.

(ii) An infinite sum
∑

λ∈Λ bλ of elements of B is convergent in H if and only if∑
λ∈Λ ‖bλ‖ <∞ . In this case, we have

∥∥∥∥∥
∑

λ∈Λ

bλ

∥∥∥∥∥ =
∑

λ∈Λ

‖bλ‖.

Proof. (i) Let {b1, · · · , bn} be a finite subset of B and let
∑n

i=1 αibi = 0. Then
for all i = 1, · · · , n, we have

αi‖bi‖2 = 〈αibi, bi〉 =
〈

n∑

i=1

αibi, bi

〉
= 0.

Thus αi = 0 for all i = 1, · · · , n.

(ii) The meaning of the convergence of uncountable (or unordered) infinite sums
was explained in Remark 2.2.31. Let F be a finite subset of Λ. Using Pythago-
ras’ identity, we have ∥∥∥∥∥

∑

λ∈F

bλ

∥∥∥∥∥ =
∑

λ∈F

‖bλ‖.
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This shows that the summation
∑

λ∈Λ ‖bλ‖ is Cauchy if and only if the summa-
tion

∑
λ∈Λ bλ is Cauchy. When these sums are convergent, the above equality

for every finite subset F⊆Λ implies the desired equality.

To find a basis for a Hilbert space, it is often more convenient to work with
an orthonormal set.

Proposition 5.1.18. Let X be an orthonormal subset of a Hilbert space H. Let h
be an arbitrary vector of H.

(i) Consider a function θ : X→C. The sum
∑

x∈X θ(x)x converges in H if and
only if

∑
x∈X |θ(x)|2 <∞. In this case, we have

∥∥∥∥∥
∑

x∈X

θ(x)x

∥∥∥∥∥

2

=
∑

x∈X

|θ(x)|2.

(ii)
∑

x∈X |〈h, x〉|2 ≤ ‖h‖2. This inequality is called Bessel’s inequality.

(iii) The sum
∑

x∈X 〈h, x〉x converges and we have

h−
∑

x∈X

〈h, x〉x ∈ X⊥.

(iv) We have

‖h‖2 =
∥∥∥∥∥h−

∑

x∈X

〈h, x〉x
∥∥∥∥∥

2

+
∑

x∈X

|〈h, x〉|2.

(v) The sum
∑

x∈X 〈h, x〉x ∈ X⊥ is exactly the orthogonal projection of h on [X ].

(vi) The following conditions are equivalent:

(a) h ∈ [X ].

(b) h =
∑

x∈X 〈h, x〉x.
(c) ‖h‖2 =∑x∈X |〈h, x〉|2.

Proof. (i) It is an immediate corollary of Proposition 5.1.17(ii).
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(ii) Let F be an arbitrary finite subset of X and define θ(x) := 〈h, x〉. Then we
have

∥∥∥∥∥h−
∑

x∈F

〈h, x〉x
∥∥∥∥∥

2

=

〈
h−

∑

x∈F

θ(x)x, h−
∑

z∈F

θ(z)z

〉

= 〈h, h〉+
∑

x,z∈F

θ(x)θ(z)〈x, z〉

−
∑

x∈F

θ(x)〈x, h〉 −
∑

z∈F

θ(z)〈h, z〉

= ‖h‖2 +
∑

x∈F

|θ(x)|2 −
∑

x∈F

|θ(x)|2 −
∑

z∈F

|θ(z)|2

= ‖h‖2 −
∑

x∈F

|〈h, x〉|2.

This implies the following inequality for every finite subset F of X :

(5.3)
∑

x∈F

|〈h, x〉|2 = ‖h‖2 −
∥∥∥∥∥h−

∑

x∈F

〈h, x〉x
∥∥∥∥∥

2

≤ ‖h‖2.

The convergence of
∑

x∈X |〈h, x〉|2 and the Bessel’s inequality follow from this.

(iii) The convergence of
∑

x∈X 〈h, x〉x follows from Parts (i) and (ii). Using the
continuity and the linearity of the inner product, for every x0 ∈ X , we have

〈
h−

∑

x∈X

〈h, x〉x, x0
〉

= 〈h, x0〉 −
∑

x∈X

〈h, x〉〈x, x0〉

= 〈h, x0〉 − 〈h, x0〉 = 0.

This show that h−∑x∈X 〈h, x〉x ∈ X⊥.

(iv) This also follows from (5.3).

(v) It follows from (iii) and Corollary 5.1.14(i).

(vi) The equivalence between (a) and (b) is clear and the equivalence between (b)
and (c) follows from (iv).

Theorem 5.1.19. Let X be a an orthonormal subset of a Hilbert space H. Then
the following conditions are equivalent:

(i) H = [X ].
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(ii) X⊥ = {0}.

(iii) X is a maximal orthonormal subset of H.

(iv) h =
∑

x∈X 〈h, x〉x for all h ∈ H.

(v) ‖h‖2 =∑x∈X |〈h, x〉|2 for all h ∈ H.

(vi) 〈h, h′〉 =∑x∈X 〈h, x〉〈x, h′〉 for all h, h′ ∈ H.

Proof. The equivalence between (i) and (ii) follows from Corollary 5.1.14(ii). The
equivalence between (i), (iv) and (v) follows from Proposition 5.1.18(vi).

To show (ii) implies (iii), assume X is not a maximal orthonormal subset of
H . Then there exist h ∈ H such that ‖h‖ = 1 and {h} ∪X is orthonormal. Thus
h ⊥ X and so X⊥ 6= {0}. Conversely, assume there is 0 6= h ∈ H such that h ⊥ X .
Then X ∪ { h

‖h‖
} is a bigger orthonormal subset of H than X .

Statement (v) follows immediately from (vi). Conversely, due to the continuity
of inner product, (v) implies (vi).

The equation in Condition (vi) in the above theorem is called Parseval’s

equation.

Definition 5.1.20. A maximal orthonormal subset of H is called an orthonormal

basis of H .

An argument based on Zorn’s lemma proves the following proposition.

Proposition 5.1.21. Every Hilbert space has an orthonormal basis.

Remark 5.1.22. Let ℵ0 denotes the cardinality of N and let m be the cardinality of
an arbitrary infinite set. We remember from basic set theory that ℵ0m = m.

Exercise 5.1.23. LetX be an infinite (possibly uncountable) set and let α : x 7→ αx
be a function from X into [0,∞). Show that if

∑
x∈X αx < ∞, then there are at

most countably x ∈ X such that αx > 0.

Proposition 5.1.24. Let X and Y be two orthonormal basis of a Hilbert space H
with cardinalities m and n respectively. Then m = n.

Proof. If one of the cardinalities is finite, one can apply elementary linear algebra
to show that m = n. So we assume both m and n are infinite and without loss of
generality, we assume m ≤ n. If we find an onto map from X into Y , then we have
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m ≥ n, and so the equality holds. By the above exercise, since
∑

y∈Y |〈x, y〉|2 =

‖x‖2 = 1 for all x ∈ X , the set Yx⊆Y defined by

Yx := {y ∈ Y ; 〈x, y〉 6= 0}

is countable and non-empty for all x ∈ X . On the other hand,

Y =
⋃

x∈X

Yx,

because for every y ∈ Y , using a similar argument, there exists x ∈ X such that
〈x, y〉 6= 0.

Given x ∈ X , since Yx is countable, there exists a countable subset Xx of X
equipped with an onto map ϕx : Xx→Yx. Let Σ be the disjoint union of all Xx for
x ∈ X . Then because Y =

⋃
x∈X YX and using onto maps ϕx for all x ∈ X , we

obtain a map from Σ onto Y . Therefore |Σ| ≥ n. But we know |Σ| = ℵ0m = m.
This proves that m = n.

Definition 5.1.25. A Hilbert space is called separable if it has a countable or-
thonormal basis.

Exercise 5.1.26. Let H be a Hilbert space. Show that H is a separable Hilbert
space if and only if H is a separable topological space.

Corollary 5.1.27. Assume X1 and X2 are orthonormal bases for two Hilbert spaces
(H1, 〈−,−〉1) and (H2, 〈−,−〉2) respectively. These Hilbert spaces are unitary equiv-
alent if and only if X1 and X2 have the same cardinality.

Proof. Assume θ : X1→X2 be a surjective map. We extend θ linearly to a linear
map 〈X1〉→H2. Since it maps an orthonormal basis to an orthonormal basis it is
straightforward to check that this map preserves the inner product and so is an
isometry. Since H1 = [X1], we can extend this map to a unitary equivalence from
H1 onto H2.

Conversely, assume ϕ : H1→H2 be a unitary equivalence. One easily checks
that ϕ(X1) is an orthonormal basis for H2. Hence |X1| = |ϕ(X1)| = |X2|.
Exercise 5.1.28. Let X be a set. For every x ∈ X , let δx : X→C be the charac-

teristic map of the one point subset {x}⊆X , i.e. δx(y) :=

{
1 y = x
0 y 6= x

. Show that

the set {δx; x ∈ X} is an orthonormal subset of ℓ2(X).

Corollary 5.1.29. Every Hilbert space is unitary equivalent to a Hilbert space of the
form ℓ2(X) for some set X. In particular, every separable Hilbert space is unitary
equivalent to ℓ2 = ℓ2(N).
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We conclude this section with a discussion on the weak topology of Hilbert
spaces.

Definition 5.1.30. Let (H, 〈−,−〉) be a Hilbert space. For every h ∈ H , define a
semi-norm

ρh(x) := |〈x, h〉|, ∀x ∈ H.

The weak topology of H is the locally convex topology defined by the semi-norms
ρh for all h ∈ H . The convergence in weak topology is called weak convergence.

Given a vector x0 in a Hilbert space H , the family of all sets of the form

{x ∈ H ; |〈x− x0, yi〉| < ε, ∀i = 1, · · · , n},
where n ∈ N, y1, · · · , yn ∈ H and ε > 0, is a basis of open neighborhoods of x0 in
the weak topology of H .

Exercise 5.1.31. Let H be a Hilbert space. Show that a net (xλ) in H is weakly
convergent to a vector x0 ∈ H if and only if 〈xλ, y〉→〈x0, y〉 for all y ∈ H .

A map ψ : E→F between two complex vector spaces is called conjugate-

linear if
ψ(λx+ y) = λψ(x) + ψ(y), ∀x, y ∈ E, λ ∈ C.

Theorem 5.1.32. (The Riesz duality) Let H be a Hilbert space. The inner product
induces an isometric conjugate-linear isomorphism from H onto its dual H∗ by the
following formula:

h 7→ ϕh, h ∈ H

ϕh(x) := 〈x, h〉, x ∈ H.

We call this map the Riesz duality.

Proof. Using CS inequality, for every h ∈ H , we have

|ϕh(x)| = |〈x, h〉| ≤ ‖x‖‖h‖, ∀x ∈ X.

One also notes that the above inequality becomes equality when x = h. Hence
‖ϕh‖ = ‖h‖ and consequently ϕh is bounded. Now, it is straightforward to check
that the Riesz duality is a conjugate-linear one-to-one map from H into H∗.

It is clear that the Riesz duality maps the zero vector to the zero functional.
Let ϕ ∈ H∗ be a non-zero functional. Set X := kerϕ. We have X⊥ 6= {0}, so we
can find a unit vector u in X⊥. One checks that ϕ(u)h− ϕ(h)u ∈ X for all h ∈ H .
Hence we have 〈ϕ(u)h− ϕ(h)u, u〉 = 0. by solving this equation for ϕ(h), we get

ϕ(h) = ϕ(u)〈h, u〉 = 〈h, ϕ(h)u〉, ∀h ∈ H.

Thus ϕ = ϕy, where y := ϕ(u)u. This proves that the Riesz duality is onto.
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Corollary 5.1.33. The weak-∗ topology on H∗ is consistent with the weak topology
on H under the Riesz duality. In other words, the Riesz duality is a homeomorphism
even if we consider the weak-∗ topology on H∗ and the weak topology on H. Therefore
the closed unit ball in H is weakly compact.

Proof. The first statement is clear. The second statement follows from the first and
the Banach-Alaoghlu theorem, see Theorem 2.0.4.

Definition 5.1.34. A net (xi) in a Hilbert space H is called a weakly Cauchy

net if it is a Cauchy net with respect to every semi-norm defining the weak topology
of H , namely 〈xi, h〉 is a Cauchy net in C for all h ∈ H .

Corollary 5.1.35. Every norm bounded weakly Cauchy net (xi) in a Hilbert space
H is weakly convergent to a unique limit.

Proof. The weak topology is Hausdorff, so if a limit exists, it has to be unique. Since
(xi) is norm bounded, it is contained in a positive multiple of the closed unit ball of
H which is weakly compact. Therefore a subnet of (xi) is weakly convergent, and
so is (xi), see Proposition 2.2.25.

Proposition 5.1.36. Let H be a Hilbert space and let (xi) be a weakly convergent
net to some vector x ∈ H. Then

‖x‖ ≤ lim inf
i

‖xi‖.

Moreover, xi→x in norm if and only if ‖xi‖→‖x‖.

Proof. By CS inequality, we have

‖x‖2 = 〈x, x〉 = lim
i
〈xi, x〉 = lim inf

i
〈xi, x〉 ≤ lim inf

i
‖xi‖‖x‖.

Furthermore, one notes that

‖x− xi‖2 = 〈xi, xi〉 − 〈xi, x〉 − 〈x, xi〉+ 〈x, x〉.

When i→∞, the right hand side goes to zero if and only if ‖xi‖→‖x‖.

5.2 Bounded operators on Hilbert spaces

In this section H is always a Hilbert space. The C∗-algebra B(H) of bounded
operators on a Hilbert space H is studied in details in this section.
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When we discussed the algebra B(H) of bounded operators on a Hilbert space
as an example of a C∗-algebra in Section 2.1, we assumed the existence of adjoint
operator T ∗ for every T ∈ B(H). Therefore we begin this section with proving this
statement.

Definition 5.2.1. Let H1 and H2 be two Hilbert spaces. A function

(−,−) : H1 ×H2→C

is called a sesquilinear form on H1 × H2 if it is linear in the first variable and
conjugate-linear in the second variable. The form (−,−) is called bounded if there
is some c ∈ [0,∞) such that

|(x, y)| ≤ c‖x‖‖y‖, ∀(x, y) ∈ H1 ×H2.

In this case, the norm of (−,−) is defined by

‖(−,−)‖ := inf{c ∈ [0,∞); |(x, y)| ≤ c‖x‖‖y‖, ∀(x, y) ∈ H1 ×H2}.

The inner products of Hilbert spaces determine the general form of bounded
sesquilinear forms:

Theorem 5.2.2. Let H1 and H2 be two Hilbert spaces. For every bounded sesquilin-
ear form (−,−) on H1 ×H2, there exists a unique bounded operator T ∈ B(H1, H2)
such that

(x, y) = 〈Tx, y〉, ∀(x, y) ∈ H1 ×H2.

Moreover, ‖(−,−)‖ = ‖T‖.
Conversely, every bounded operator T ∈ B(H1, H2) gives rise to a bounded

sesquilinear form by defining (x, y) := 〈Tx, y〉 and we have ‖(−,−)‖ = ‖T‖.

Proof. For every x ∈ H1, define ϕx : H2→C by y 7→ (x, y). This is a bounded
functional on H2. Therefore by the Riesz duality theorem, 5.1.32, there exists a
unique yx ∈ H2 such that ϕx(y) = 〈yx, y〉 for all y ∈ H2. Due to the uniqueness of
yx, one easily sees that the assignment x 7→ yx is linear. If we denote this map by
T , then for every x ∈ H1, we have

‖Tx‖ = ‖yx‖ = ‖ϕx‖
= sup{|(x, y)|; y ∈ H2, ‖y‖ = 1}
≤ sup{‖(−,−)‖‖x‖‖y‖; y ∈ H2, ‖y‖ = 1}
= ‖(−,−)‖‖x‖.
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Thus ‖T‖ ≤ ‖(−,−)‖, and so T ∈ B(H1, H2). On the other hand, for every (x, y) ∈
H1 ×H2, we have

|(x, y)| = |ϕx(y)| = |〈yx, y〉|
= |〈Tx, y〉| ≤ ‖Tx‖‖y‖
≤ ‖T‖‖x‖‖y‖.

This shows that ‖(−,−)‖ ≤ ‖T‖. The uniqueness of T follows from Problem 5.13.

It is straightforward to check the converse, and so it is left to the reader.

Corollary 5.2.3. For every bounded operator T ∈ B(H1, H2) between two Hilbert
spaces, there exists a unique adjoint operator T ∗ ∈ B(H2, H1) such that

〈Tx, y〉 = 〈x, T ∗y〉, ∀x ∈ H1, y ∈ H2.

Moreover, ‖T ∗‖ = ‖T‖.

Proof. One checks that the form (−,−) defined by (y, x) := 〈Tx, y〉 is a bounded
sesquilinear form on H2 × H1 and ‖T‖ = ‖(−,−)‖. Therefore by the above the-
orem, there exists a bounded operator T ∗ : H2→H1 such that 〈T ∗y, x〉 = 〈Tx, y〉,
or equivalently, 〈x, T ∗y〉 = 〈Tx, y〉. Also, it follows from the above theorem that
‖T ∗‖ = ‖(−,−)‖. Hence ‖T ∗‖ = ‖T‖.

Proposition 5.2.4. Let H be a Hilbert space. The adjoint operator defines an
involution in B(H) and B(H) with this involution is a unital C∗-algebra.

Proof. It is straightforward to check that T 7→ T ∗ is an involution on B(H). We
only check the C∗-identity. For every T ∈ B(H) and x ∈ H , we have

‖Tx‖2 = 〈Tx, Tx〉 = |〈x, T ∗Tx〉|
≤ ‖x‖‖T ∗Tx‖ ≤ ‖T ∗T‖‖x‖2.

Hence ‖T‖2 ≤ ‖T ∗T‖. On the other hand, We have ‖T ∗T‖ ≤ ‖T ∗‖‖T‖ = ‖T‖2.
Therefore ‖T‖2 = ‖T ∗T‖.

Example 5.2.5. Consider the Hilbert space H = Cn equipped with the standard
basis and the standard inner product and denote the identity operator by I. Let
us denote the vectors in H by n × 1 matrices. Given a matrix M = (mij), the
conjugate of M is the matrix M := (mij) and the transpose of M is the matrix
M t := (mji). Then the inner product on H can be represented by a matrix product
as follows:

〈x, y〉 = xtIy, ∀x, y ∈ H.
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Since we fixed a basis, every operator T ∈ B(H) can be represented by an n × n
matrix denoted by T , again. In other words, we use the realization B(H) ≃Mn(C)
coming from the standard basis. Then for every x, y ∈ H , we compute

〈Tx, y〉 = (Tx)tIy = xtT tIy = xtIT ty = 〈x, T ty〉.

This shows that T ∗ = T t for all T ∈ B(H).

An immediate application of adjoint operators is seen in the following propo-
sition:

Proposition 5.2.6. Let T ∈ B(H1, H2) be a bounded operator between two Hilbert
spaces. Then the following statements are true:

(i) The operator T is weakly continuous too, namely T is continuous with respect
to the weak topologies of H1 and H2.

(ii) The image of the closed unit ball of H1 under T is weakly compact in H2.

Proof. (i) Let (xi) be a net in H1 weakly convergent to x ∈ H1 and let y ∈ H2.
Then 〈T (xi − x), y〉 = 〈xi − x, T ∗y〉→0. Hence (T (xi)) is weakly convergent
to T (x).

(ii) It follows from (i) and Corollary 5.1.33.

A straightforward argument shows the following lemma:

Lemma 5.2.7. Let T ∈ B(H1, H2) be a bounded operator between two Hilbert spaces.
Then R(T )⊥ = N(T ∗).

The above lemma can be proved using Lemma 2.4.19(i) too. We only need to
interpret the relationship between adjoint operators (in Banach spaces) as described
in Section 2.4 and adjoint operators (in Hilbert spaces) as described in the present
section.

Remark 5.2.8. Let T ∈ B(H1, H2) be a bounded operator between two Hilbert
spaces. If we denote the Riesz duality explained in Theorem 5.1.32 for H1 and H2,
by ϕ1 : H1→H∗1 and ϕ2 : H2→H∗2 , respectively, then for every x ∈ H1 and y ∈ H2,
we have

ϕ2
y(Tx) = 〈Tx, y〉 = 〈x, T ∗y〉 = ϕ1

T ∗y(x).
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Now, if T ♯ : H2
∗→H1

∗ denotes the adjoint of operator T regarded as an operator
between two Banach spaces, i.e. T ♯(ρ)(h) = ρ(Th) for all ρ ∈ H2

∗ and h ∈ H1, then
we have

T ♯(ϕ2
y)(x) = ϕ2

y(Tx), ∀x ∈ H1, y ∈ H2.

Therefore T ♯(ϕ2
y) = ϕ1

T ∗y for all y ∈ H2. In other words, the following diagram is
commutative:

H2

ϕ2

��

T ∗
// H1

ϕ1

��

H2
∗

T ♯
//H1

∗

Since the vertical arrows in the above diagram are conjugate-linear isomorphisms,
we have T ∗ = (ϕ1)−1T ♯ϕ2. This clears the relationship between these two notions
of adjoint operators. Using this realization, we can translate all results that have
already been proved for adjoint operators (in Banach spaces) in Section 2.4 for
adjoint operators (in Hilbert spaces). For instance, if T is a compact operator, then
T ∗ is a compact operator too. However, most of the times, it is often easier to prove
those results again using inner products and other tools of Hilbert spaces.

Exercise 5.2.9. Let H be a Hilbert space and let X be a subset of H . Describe the
relationship between X⊥ in Hilbert spaces and X⊥ as the annihilator of X . Prove
Lemma 5.2.7 using Lemma 2.4.19(i).

Let H be a Hilbert space. Definitions of self adjoint, unitary, projection and
normal elements in B(H) are the same as in C∗-algebras. Positive elements in B(H)
have two equivalent definitions which were discussed in Example 4.1.9(i). Another
concept for elements of B(H) is isometry. A T ∈ B(H) is called an isometry if
‖Tx‖ = ‖x‖ for all x ∈ H . For T ∈ B(H), the condition T ∗T = 1 is equivalent
to being an isometry and it can be generalized for to define isometry elements in
abstract C∗-algebras.

Exercise 5.2.10. Let T be as above.

(i) Prove that the above conditions on T for being an isometry are equivalent.
(Hint: use the polarization identity.)

(ii) Show that if T is a unitary element, then both T and T ∗ are isometry.

(iii) Assume T is invertible or normal. Show that if T is isometry then T is unitary.

(iv) Show that if T is isometry, then TT ∗ is a projection.

(v) Prove N(T ) = N(T ∗T ).
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Let H1 and H2 be two Hilbert spaces. One notes that there are similar def-
initions for unitary and isometry operators in B(H1, H2). In fact, an operator
T ∈ B(H1, H2) is called unitary if T ∗T = 1H1

and TT ∗ = 1H2
, and similarly, T

is called an isometry if T ∗T = 1H1
. One easily observes that unitary (resp. isome-

try) operators are the same as unitary equivalences (resp. unitary injections) defined
in Definition 5.1.7(ii).

Proposition 5.2.11. Let T be a bounded operator on a Hilbert space H. Then T
is normal if and only if ‖Tx‖ = ‖T ∗x‖ for all x ∈ H. Moreover, when T is normal,
we have N(T ) = N(T ∗) = R(T )⊥.

Proof. Assume T is normal, then for every x ∈ H , we have

‖Tx‖2 = 〈Tx, Tx〉 = 〈x, T ∗Tx〉 = 〈x, TT ∗x〉 = 〈T ∗x, T ∗x〉 = ‖T ∗x‖2.

This also implies that N(T ) = N(T ∗) = R(T )⊥.

Conversely, let ‖Tx‖ = ‖T ∗x‖ for all x ∈ H . Then using the polarization
identity, we obtain 〈Tx, Ty〉 = 〈T ∗x, T ∗y〉 for all x, y ∈ H . By Corollary 5.1.4, this
implies that T is normal.

Spectral theory of bounded operators on H is more concrete than abstract
C∗-algebras, and therefore we provide more details here. By Proposition 2.1.25,
T ∈ B(H) is invertible if and only if it is one-to-one and onto. However, there is
another condition which is useful to check whether T is invertible.

When T is not one-to-one, clearly T cannot be bounded below. When T is not
bounded below, for every n ∈ N, there is 0 6= xn ∈ H such that ‖Txn‖ < ‖xn‖

n
. If T

is invertible, then

‖xn‖ = ‖T−1Txn‖ ≤ ‖T−1‖‖Txn‖ < ‖T−1‖‖xn‖
n

, ∀n ∈ N.

Apparently, this is a contradiction, and so T cannot be invertible.

Proposition 5.2.12. Let T ∈ B(H).

(i) T is invertible if and only if R(T ) is dense in H and T is bounded below.

(ii) When T is normal, T is invertible if and only if T is bounded below.

Proof. (i) Assume R(T ) is dense in H and T is bounded below, then the inverse
of T , i.e. T−1 : R(T )→H is bounded, because there is some ε > 0 such that
‖T−1Tx‖ = ‖x‖ ≤ 1/ε‖Tx‖ for every Tx ∈ R(T ). Thus we can extend T

−1

to H by continuity. Let us denote the extension of T−1 to H by S for a
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moment. Then it is clear ST = 1H and TS equals TT−1 = 1R(T ) on R(T ).
But, since R(T ) is dense, we have TS = 1H . Therefore T is invertible. The
other implication follows from the above discussion.

(ii) When T is normal, N(T ) = N(T ∗) = R(T )⊥. If T is bounded below, then T
is one-to-one, and so R(T ) is dense in H . This implies that T is invertible.

Now, we are ready to study the ideal F (H) of finite rank operators on a Hilbert
space H .

Proposition 5.2.13. For every Hilbert space H, F (H) is an involutive subalgebra
of B(H).

One notes that F (H) is not closed in B(H) unless H is finite dimensional.
Therefore to prove this proposition, one cannot use Proposition 4.3.2.

Proof. Let T ∈ F (H). Since R(T )⊥ = N(T ∗), the kernel of T ∗ has a finite codi-
mension in H . Hence T ∗ ∈ F (H). This proves that F (H) is closed under the
involution.

It is useful to introduce a generating set for F (H) consisting of very simple
operators. For every x, y ∈ H , the operator defined by h 7→ x〈h, y〉 = 〈h, y〉x is
bounded and its image is one dimensional. Hence it is a finite rank operator on H .
We denote this operator by x ⊗ y, in some books it is denoted by Θx,y. The idea
of these rank one operators comes from the elementary matrices Eij in Mn(C) for
1 ≤ i, j ≤ n, see Exercise 3.3.2(iv). One easily checks that Eij = ei ⊗ ej .

Proposition 5.2.14. Every operator of rank one in B(H) is of the form x⊗ y for
some x, y ∈ H. The set {x ⊗ y; x, y ∈ H} of all operators of rank one in B(H)
generates F (H).

Proof. Assume the rank of T ∈ B(H) is one and pick x0 ∈ H such that ‖Tx0‖ =
1. Set y := Tx0. Since R(T ) is one dimensional, for every h ∈ R(T ), we have
h = 〈h, y〉y. Therefore θ : R(T )→C, h 7→ 〈h, y〉 is an isomorphism whose inverse
is λ 7→ λy. Since θT : H→C is a linear functional, by the Riesz duality, Theorem
5.1.32, there is x ∈ H such that θTk = 〈k, x〉 for all k ∈ H . Then for every k ∈ H ,
we have

Tk = 〈Tk, y〉y = (θTk)y = 〈k, x〉y = (y ⊗ x)k.

Therefore T = y ⊗ x.
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Let T be an arbitrary finite rank operator on H and let B = {x1, · · · , xn} be
an orthonormal basis for the image of T . The equality R(T )⊥ = N(T ∗) implies that
the rank of T ∗ is n too. So we can find an orthonormal basis B′ = {y1, · · · , yn} for
R(T ∗) = N(T )⊥. For every 1 ≤ i ≤ n, we have T (yi) = λ1x1i + · · ·+ λnixn for some
λ1i, · · · , λni ∈ C. Using this, one easily checks that

T =
n∑

i,j=1

λjixj ⊗ yi.

Exercise 5.2.15. Let H be a Hilbert space. For every x, y, x′, y′ ∈ H and T ∈
B(H), show the following statements:

(i) (x⊗ y)∗ = y ⊗ x.

(ii) ‖x⊗ y‖ = ‖x‖‖y‖.

(iii) T (x⊗ y) = Tx⊗ y.

(iv) (x⊗ y)T = x⊗ T ∗y.

(v) (x⊗ y)(x′ ⊗ y′) = 〈y, x′〉(x⊗ y′).

(vi) The operator x ⊗ y is a projection (a rank one projection) if and only if
x = y and ‖x‖ = 1. Every rank one projection is of this form.

Proposition 5.2.16. Every non-zero ideal of B(H) contains F (H).

Again, by an ideal, we always mean a two sided ideal.

Proof. Assume J is a nonzero ideal of B(H) and 0 6= T ∈ J . Pick x0 ∈ H such that
‖Tx0‖ = 1 and set y0 := Tx0. Then for every x, y ∈ H , we have

(x⊗ y0)T (x0 ⊗ y) = (x⊗ y0)(Tx0 ⊗ y) = 〈y0, y0〉(x⊗ y) = x⊗ y.

This shows that all operators of rank one belong to J . Therefore by Proposition
5.2.14, F (H)⊆J .

It follows from the above proposition and Proposition 2.1.24 that F (H) and
K(H) are essential ideals of B(H). We conclude this section with an important con-
cept which is useful to study the rich structure of the C∗-algebra B(H) of bounded
operators on a Hilbert space H .
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Definition 5.2.17. Let X be a subset of B(H). The commutant of X is the set

X ′ := {T ∈ B(H);TS = ST ∀S ∈ X}.

The bicommutant of X is X ′′ := (X ′)′. Similarly, we use the notation: X ′′′ :=
(X ′′)′, X ′′′′ := (X ′′′)′, and so on.

Many basic properties of commutants are summarized in the following propo-
sition:

Proposition 5.2.18. Let X,X1 and X2 be subsets of B(H). Then the following
statements are true:

(i) X1⊆X2 implies X ′2⊆X ′1.

(ii) X ′ is a closed unital subalgebra of B(H).

(iii) X⊆X ′′ = X ′′′′ = · · · and X ′ = X ′′′ = X ′′′′′ = · · · .

(iv) If X is a self adjoint subset of B(H), then X ′ is self adjoint, and consequently
a unital C∗-subalgebra of B(H).

(v) X ′′ = B(H) if and only if X ′ = C1.

Proof. (i) This immediately follows from the definition.

(ii) It immediately follows from the definition that X ′ is a unital subalgebra of
B(H). The commutant X ′ is closed because the multiplication in B(H) is
continuous.

(iii) The inclusion X⊆X ′′ immediately follows from the definition. Applying this
inclusion to X ′, we get X ′⊆X ′′′. Using Part (i) for the inclusion X⊆X ′′, we
get X ′′′⊆X ′. Hence X ′ = X ′′′. The rest of the equalities follow from this
equality.

(iv) Let X be self adjoint and let T ∈ X ′. Then TS = ST for all S ∈ X , or
equivalently S∗T ∗ = T ∗S∗ for all S ∈ X . This is equivalent to ST ∗ = T ∗S for
all S∗ ∈ X . Since X is self adjoint, it is equivalent to say that ST ∗ = T ∗S for
all S ∈ X . Therefore T ∗ ∈ X ′.

(v) It is clear thatX ′′ = B(H) whenever X ′ = C1. Conversely, assume there exists
T ∈ X ′ such that T /∈ C1. This amounts to the existence of a non-zero vector
x ∈ H such that y = Tx 6= λx for all λ ∈ C. Clearly, y 6= 0. If 〈y, x〉 = 0, set
p := x ⊗ x. Then pTx = (x ⊗ x)y = 0 and Tpx = Tx‖x‖2 = y‖x‖2 6= 0, so
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Tp 6= pT . If 〈y, x〉 6= 0, set q := x ⊗ z, where z := y − 〈y,x〉
‖x‖2

x. We note that
z 6= 0 and we compute

qTx = (x⊗ z)y = x〈y, z〉 = x (‖ y‖2 − 〈y, x〉2
‖x‖2 ) 6= 0,

because of Proposition 5.1.5 and the fact that x and y are linearly independent.
On the other hand, we compute

Tqx = T

(
x(〈y, x〉 − 〈y, x〉

‖x‖2 〈x, x〉)
)

= 0.

Hence Tq 6= qT . This shows that X ′′ 6= B(H).

Definition 5.2.19. Let H be a Hilbert space. An involutive subalgebraM of B(H)
is called a von Neumann algebra on H if M =M ′′. Let S be a subset of B(H).
The von Neumann algebra generated by S is C∗(S)′′, the bicommutant of the
C∗-subalgebra generated by S, and is denoted by V N(S). If A is a C∗-subalgebra
of B(H), then A′′ is also called the enveloping von Neumann algebra of A.

One notes that every von Neumann algebra is necessarily unital. Although we
defined von Neumann algebras on a Hilbert space H using the algebraic notion of
commutants, they have certain topological meaning in B(H) too. We shall explain
the topological viewpoint of von Neumann algebras in Section 5.8.

5.3 Concrete examples of C∗-algebras

In this section, we describe some classes of examples for concrete C∗-algebras,
namely C∗-algebras embedded in B(H) for some Hilbert space H . We begin with
explaining the construction of reduced group C∗-algebras associated to locally com-
pact groups. In what follows, for 1 ≤ p ≤ ∞, the Lp-norm is denoted by ‖−‖p. For
1 < p <∞, the positive real number q satisfying the identity 1

p
+ 1

q
= 1 is called the

conjugate exponent of p. When p = 1 (resp. p = ∞) , it is reasonable to assume
that q, the conjugate exponent of p, is ∞ (resp. 1).

Theorem 5.3.1. [Duality in Lp spaces] Let (X, µ) be a measure space. For given
0 < p < ∞, let q be its conjugate exponent. The following map is an isometric
isomorphism from Lp(µ) onto (Lq(µ))∗:

g 7→ ϕg, ∀g ∈ Lp(µ)

ϕg(f) :=

∫
f(x)g(x)dµ(x), ∀f ∈ Lq(µ)
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For the proof of the above theorem see Theorem 6.15 in [19].

Proposition 5.3.2. [Minkowski’s inequality for integrals] Assume (X,M, µ) and
(Y,N , ν) are two σ-finite measure spaces and f is a (M⊗N )-measurable function
on X × Y .

(i) If f(x, y) ≥ 0 for all (x, y) ∈ X × Y and 1 ≤ p <∞, then

(5.4)

(∫ (∫
f(x, y)dν(y)

)p
dµ(x)

)1/p

≤
∫ (∫

f(x, y)pdν(y)

)1/p

dµ(x).

(ii) If 1 ≤ p ≤ ∞, f(−, y) ∈ Lp(µ) for almost every y, and the function y 7→
‖f(−, y)‖p is in L1(ν), then f(x,−) ∈ L1(ν) for almost every x, the function
x 7→

∫
f(x, y)dν(y) belongs to Lp(µ), and

(5.5)

∥∥∥∥
∫
f(−, y)dν(y)

∥∥∥∥
p

≤
∫

‖f(−, y)‖pdν(y).

Proof. (i) For p = 1, (5.4) follows directly from the Fubini-Tonelli theorem, see
Theorem 2.37 of [19]. For 1 < p < ∞, let q be the conjugate exponent of p.
For every g ∈ Lq(µ), using the Fubini-Tonelli Theorem, we have
∫ (∫

f(x, y)dν(y)

)
|g(x)|dµ(x) =

∫ [∫
f(x, y)|g(x)|dµ(x)

]
dν(y)

=

∫ [
ϕf(−,y)(|g(x)|))

]
dν(y)

≤
∫

[‖f(−, y)‖p‖g‖q] dν(y)

= ‖g‖q
∫ (∫

f(x, y)pdµ(x)

)1/p

dν(y),

where ϕf(−,y) is defined in the duality between Lp spaces, Theorem 5.3.1. Since
this is true for every g ∈ Lq(µ), again Theorem 5.3.1 implies the following
inequality:

∥∥∥∥
∫
f(x, y)dν(y)

∥∥∥∥
p

≤
∫ (∫

f(x, y)pdµ(x)

)1/p

dν(y).

The latter inequality is equivalent to (5.4) because f ≥ 0 on X × Y .

(ii) For 1 ≤ p <∞, it follows from (i) by replacing f by |f |. For p = ∞, it follows
from the monotonicity of the integral.
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Proposition 5.3.3. [Young’s inequality] Let G be an LCG with a Haar measure µ.
Let 1 ≤ p ≤ ∞, f ∈ L1(µ), and g ∈ Lp(µ). Then f ∗ g(x) exists for almost every x,
f ∗ g ∈ Lp and we have

(5.6) ‖f ∗ g‖p ≤ ‖f‖1‖g‖p.

Proof. One notes that Minkowski’s inequality for integrals relies on the Fubini-
Tonelli theorem and this latter theorem is valid when the measure spaces are σ-
finite. However, in Remark 2.2.19, we explained why we can apply the Fubini-Tonelli
theorem and its consequences to integration on locally compact groups equipped
with a Haar measure.

Now, define F : G × G→C by F (x, y) := f(y)g(y−1x) for all x, y ∈ G. Then
for every y ∈ G, F (−, y) ∈ Lp(µ) because g ∈ Lp(µ). On the other hand, for every
y ∈ G, we have

‖F (−, y)‖p = ‖f(y)g(y−1−)‖p = |f(y)|‖Ly(g)‖p = |f(y)|‖g‖p.

Hence for every y ∈ G, the function y 7→ ‖F (−, y)‖p is in L1(µ). By applying
Minkowski’s inequality for integrals to F (x, y), see 5.3.2(ii), we observe that the
function x 7→

∫
G
f(y)g(y−1x)dµ(y) = f ∗ g(x) belongs to Lp(µ) and we have

‖f ∗ g‖p =

∥∥∥∥
∫
f(y)g(y−1−)dµ(y)

∥∥∥∥
p

=

∥∥∥∥
∫

G

F (−, y)dµ(y)
∥∥∥∥
p

≤
∫

G

‖F (−, y)‖p dµ(y)

=

∫

G

|f(y)|‖g‖pdµ(y)

= ‖f‖1‖g‖p.

Example 5.3.4. Let G be a LCG with a Haar measure µ. The convolution product
defines a ∗-homomorphism λ : L1(G)→B(L2(G)) as follows:

λ(f)ξ(g) := f ∗ ξ(g) =
∫

G

f(h)ξ(h−1g)dµ(h),

for all f ∈ L1(G), ξ ∈ L2(G), g ∈ G. This is called the left regular representation
of G (or L1(G)). It follows from Young’s inequality for p = 2 that f ∗ ξ ∈ L2(G).
Moreover, λ(f) is a bounded operator, in fact, we have ‖λ(f)‖ ≤ ‖f‖1. Also, we
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need to show that λ is a ∗-homomorphism. It clearly preserves the addition and
scalar multiplication. The associativity of the convolution product implies that λ
preserves the multiplication, more precisely, for all f, g ∈ L1(G) and ξ ∈ L2(G), we
compute

λ(f ∗ g)(ξ) = (f ∗ g) ∗ ξ = f ∗ (g ∗ ξ) = λ(f)(λ(g)(ξ)) = (λ(f)λ(g))(ξ).

Now, we show that λ preserves the involution. Let ∆ be the modular function on
G. Then for all f ∈ L1(G), ξ ∈ L2(G) and g ∈ G, we compute

〈η, λ(f ∗)ξ〉 =

∫

G

ηf ∗ ∗ ξ(g)dµ(g)

=

∫

G

η(g)

(∫

G

∆(h−1)f(h−1)ξ(h−1g)dµ(h)

)
dµ(g).

By using Lemma 2.2.17 for the integral over h, we obtain

〈η, λ(f ∗)ξ〉 =

∫

G

η(g)

(∫

G

f(h)ξ(hg)dµ(h)

)
dµ(g)

=

∫

G

∫

G

η(g)f(h)ξ(hg)dµ(h)dµ(g)

=

∫

G

(∫

G

η(g)f(h)ξ(hg)dµ(g)

)
dµ(h).

If we substitute hg by k, then dµ(g) = dµ(hg) = dµ(k) for all h ∈ G, g = h−1k, and
so we have

〈η, λ(f ∗)ξ〉 =

∫

G

(∫

G

η(h−1k)f(h)ξ(k)dµ(k)

)
dµ(h)

=

∫

G

(∫

G

f(h)η(h−1k)dµ(h)

)
ξ(k)dµ(k)

=

∫

G

f ∗ η(k)ξ(k)dµ(k)

= 〈λ(f)η, ξ〉.

This completes the proof of the fact that λ is a ∗-homomorphism.

Another crucial fact about λ is that it is one-to-one. To show this, we use a
Dirac net (fj) on G. Let λ(f) = 0 for some f ∈ L1(G). Since fj ∈ Cc(G)⊆L2(G)
for all j, we have 0 = λ(f)fj = f ∗ fj for all j. Therefore using Lemma 2.2.30, we
have f = limj f ∗ fj = 0.

The above discussions show that L1(G) can be embedded in the C∗-algebra
B(L2(G)) as a ∗-subalgebra. But, by Proposition 2.2.21, L1(G) is not a C∗-algebra
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unless G is the trivial group. Therefore to obtain a C∗-algebra, we consider the
closure of the image of L1(G) in B(L2(G)). This C∗-algebra is called the reduced

group C∗-algebra of G and is denoted by Cr
∗(G). It clearly inherits many features

of L1(G). For instance, Cr
∗(G) is commutative if and only if G is abelian.

Example 5.3.5. Let (X, µ) be a measure space. We define a map

M : L∞(X) → B(L2(X)),

f 7→ Mf , ∀f ∈ L∞(X),

where
Mfξ(x) := f(x)ξ(x) ∀ξ ∈ L2(X), x ∈ X.

For f ∈ L∞(X) and ξ ∈ L2(X), using Remark 2.1.4, we have

‖Mfξ‖22 =

∫
|f(x)ξ(x)|2dµ(x)

=

∫

X\P

|f(x)ξ(x)|2dµ(x) +
∫

P

|f(x)ξ(x)|2dµ(x)

=

∫

X\P

|f(x)ξ(x)|2dµ(x)

≤
∫

X\P

‖f(x)‖2∞|ξ(x)|2dµ(x)

≤ ‖f(x)‖2∞‖ξ‖22,
where P = {x ∈ X ; |f(x)| > ‖f‖∞}. This shows that M is well defined and
‖Mf‖∞ ≤ ‖f‖∞. It is straightforward to check that M is actually a one-to-one
∗-homomorphism. Therefore by Corollary 3.2.13 and Corollary 4.3.5, M is an iso-
metric embedding of L∞(X) into B(L2(X)) and its image is a C∗-subalgebra of
B(L2(X)). For every f ∈ L∞(X), the operator Mf is called the multiplication

operator of f .

Example 5.3.6. We define the unilateral shift operator S on ℓ2 = ℓ2(N) by
setting S(δn) := δn+1, where δn is the characteristic function of {n}, and extending
it linearly. Since {δn;n ∈ N} is an orthonormal basis of ℓ2, this operator is an
isometry, and therefore it is bounded. One also easily checks that S∗, the adjoint of
S, is given by the linear extension of the following map:

S∗(δn) :=

{
δn−1 n ≥ 2
0 n = 1

It is also easy to see that S∗S = 1, but SS∗ 6= 1. However, SS∗ is a projection,
in fact the projection on the closed subspace generated by {δn;n ≥ 2} in ℓ2. The
C∗-subalgebra of B(ℓ2) generated by {S, 1} is called the Toeplitz algebra and is
denoted by T .
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5.4 Locally convex topologies on B(H)

In this section H is always a Hilbert space. There are many topologies on B(H)
besides the norm topology. Here, we content ourself to weak, strong, and strong-∗

operator topologies. We refer the interested reader to [29] for a comprehensive list
of topologies on B(H) and various comparisons between them.

Definition 5.4.1. The strong operator topology on B(H) (or simply the strong
topology on B(H)) is the topology of pointwise norm-convergence of elements of
B(H). In other words, a net (Ti) in B(H) strongly converges to T ∈ B(H) if and
only if the net (Tix) converges to Tx in norm topology of H for every x ∈ H .

For every x ∈ H , the map ρx : B(H)→C defined by ρx(T ) := ‖Tx‖ for all
T ∈ B(H) is a semi-norm. One easily observes that the strong topology on B(H) is
the locally convex and Hausdorff topology defined by semi-norms ρx for all x ∈ H .

Definition 5.4.2. The weak operator topology on B(H) (or simply the weak topol-
ogy on B(H)) is the topology of pointwise weak-convergence of elements of B(H).
In other words, a net (Ti) in B(H) weakly converges to T ∈ B(H) if and only if the
net (Tix) converges to Tx in weak topology of H for every x ∈ H .

For every x, y ∈ H , the map ρx,y : B(H)→C defined by ρx,y(T ) := |〈Tx, y〉|
for all T ∈ B(H) is a semi-norm. One easily observes that the weak topology on
B(H) is the locally convex and Hausdorff topology defined by semi-norms ρx,y for
all x, y ∈ H .

It is often useful to consider smaller families of semi-norms to define the above
topologies.

Proposition 5.4.3. Let (Ti) be a norm bounded net in B(H) and let T ∈ B(H).

(i) Ti→T strongly if and only if Tix→Tx in norm for all x in a dense (or just a
total) subset of H.

(ii) Ti→T weakly if and only if Tix→Tx in weak topology of H for all x in a dense
(or just a total) subset of H.

Proof. Let M be a positive number such that ‖T‖ ≤M and ‖Ti‖ ≤M for all i.

(i) Let E be a dense subset of H and let Tix→Tx in norm for all x ∈ E. For given
y ∈ H , assume {xn} is a sequence in E such that xn→y. For given ε > 0, pick
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n0 ∈ N such that ‖xn0
−y‖ < ε

3M
. Then pick i0 such that ‖Tixn0

−Txn0
‖ < ε/3

for all i ≥ i0. Then for every i ≥ i0, we have

‖Tiy − Ty‖ ≤ ‖Tiy − Tixn0
‖+ ‖Tixn0

− Txn0
‖+ ‖Txn0

− Ty‖
< 2M

ε

3M
+ ε/3 = ε.

When E is a total set, it is easy to see that the convergence Tix→Tx in norm
for all x ∈ E extends to the same convergence for all x ∈ 〈E〉 which is dense
in H by definition of a total set.

(ii) It follows from a similar argument.

Exercise 5.4.4. Write the proof of Part (ii) of the above proposition.

The following example shows how strong and weak topology differ from norm
topology and from each other. It also gives some hints for how to compare these
topologies.

Example 5.4.5. Let S be the unilateral shift operator described in Example 5.3.6.

(i) The sequence {Sn} weakly converges to zero, but it is not strongly convergent
to zero. Clearly, this sequence is norm bounded, so we can apply the above
proposition. Since {δm;m ∈ N} is a total set in ℓ2, it is enough to show that
〈Snδm, x〉→0 as n→∞ for all x ∈ ℓ2 and m ∈ N. In fact, {δm;m ∈ N} is an
orthonormal basis of ℓ2. Hence for every x ∈ ℓ2, we have

x =

∞∑

m=1

xmδm,

where xm = 〈x, δm〉→0 as m→∞. This implies that 〈Snδm, x〉 = 〈δn+m, x〉→0
as n→∞. However, Snδm = δn+m does not approach to zero in norm as n→∞.

(ii) Similar arguments show that the sequence {(S∗)n} strongly converges to zero,
but it is not convergent to zero in norm.

Exercise 5.4.6. Prove Part (ii) of the above example.

Proposition 5.4.7. (i) The weak topology of B(H) is weaker than the strong
topology of B(H).

(ii) The strong topology of B(H) is weaker than the norm topology of B(H).
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Proof. Let (Ti) be a net in B(H) and T ∈ B(H).

(i) It amounts to show that if Ti→T strongly, then Ti→T weakly. But, this follows
immediately from CS inequality as follows:

|〈(T − Ti)x, y〉| ≤ ‖(T − Ti)x‖‖y‖, ∀x, y ∈ H.

(ii) Similarly, it amounts to show that if Ti→T in norm, then Ti→T strongly. This
follows immediately from the following inequality:

‖(T − Ti)x‖ ≤ ‖T − Ti‖‖x‖, ∀x ∈ H.

Exercise 5.4.8. Show that the involution in B(H) is continuous with respect to
the weak operator topology.

Example 5.4.5 shows that the involution is not strongly continuous. To remedy
this situation, another locally convex topology is defined on B(H).

Definition 5.4.9. The locally convex topology defined by semi-norms of the form
T 7→ ‖Tx‖ + ‖T ∗x‖ for all T ∈ B(H), where x varies in H , is called the strong-∗
operator topology of B(H) (or shortly the strong-∗ topology).

It is clear that the strong-∗ operator topology is stronger than the strong
operator topology and weaker than the norm topology on B(H).

Remark 5.4.10. (i) Since these topologies are defined by families of semi-norms,
both addition and scalar multiplication are jointly continuous in weak, strong
and strong-∗ operator topologies.

(ii) Multiplication is separately (on each variable) continuous in all these topolo-
gies.

(iii) Multiplication is also jointly continuous in strong and strong-∗ topology on
bounded sets.

(iv) Multiplication is not jointly continuous in weak topology even on bounded sets.
For instance, assume S is the unilateral shift operator, then both sequences
{Sn} and {S∗n} are bounded and weakly convergent to zero, see Example
5.3.6. But (S∗)nSn = 1 for all n ∈ N, and so the multiplication of these
sequences is not convergent to zero.
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(v) The separate weak (and strong) continuity of multiplication implies that S ′

is weakly (and strongly) closed for all subsets S⊆B(H). Therefore every von
Neumann algebra is weakly (and strongly) closed.

Exercise 5.4.11. Prove Items (ii), (iii) and (v) in the above remark.

Proposition 5.4.12. The (norm) closed unit ball of B(H) is closed in strong op-
erator topology.

Proof. Assume (Ti) is a net in closed unit ball of B(H) such that it is strongly
convergent to some T ∈ B(H). Given x ∈ H , for every ε > 0, there is some i0 such
that i ≥ i0 implies that ‖Tx− Tix‖ < ε. Thus we have

‖Tx‖ < ‖Tix‖+ ε ≤ ‖Ti‖‖x‖+ ε ≤ ‖x‖+ ε.

Therefore ‖Tx‖ ≤ ‖x‖ for every x ∈ H , and so ‖T‖ ≤ 1.

Proposition 5.4.13. The (norm) closed unit ball of B(H) is compact in weak op-
erator topology.

Proof. For convenience, let B denote the closed unit ball of B(H) equipped with
the weak operator topology. For given x, y ∈ H , let Dx,y be the closed disk of radius
‖x‖‖y‖ in C. Define

θ : B →
∏

x,y∈H

Dx,y

θ(T ) := (〈Tx, y〉)x,y.

where
∏

x,y∈H Dx,y is considered with the product topology, and so it is compact by
the Tychonoff theorem, see Theorem 1.1 in Chapter 5 of [31]. Let X denote the
image of B under θ.

We first prove that θ is a homeomorphism from B onto X . It is easy to see
that θ is one-to-one. Therefore θ : B→X is a bijective map. Let Σ be the family of
the subsets of B of the following form:

UT,x0,y0,ε := {S ∈ B ; |〈(T − S)x0, y0〉| < ε, },

for some T ∈ B, x0, y0 ∈ H and ε > 0. Similarly, let ∆ be the family of subsets of
X of the following form:

OT,x0,y0,ε := {(zx,y) ∈ X ; ∃S ∈ B; zx0,y0 = 〈Sx0, y0〉, |〈(T − S)x0, y0〉| < ε},

for some T ∈ B, x0, y0 ∈ H and ε > 0. One easily checks that θ is a bijective
correspondence between Σ and ∆. Since Σ generated the weak operator topology
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in B and ∆ generates the product topology in X , θ and θ−1 are both continuous.
Hence θ is a homeomorphism.

Now, it is enough to show that X is closed in
∏

x,y∈H Dx,y. Let f = (fx,y) be a
limit point in X . Define F : H×H→C by x, y 7→ fx,y. We want to show that F is a
sesquilinear map. Assume x1, y1, x2, y2 ∈ H , and λ ∈ C are given. For every ε0 > 0,
set ε := min{ε0, ε0/|λ|}. Then for every T in the open neighborhood U around f
defined by

U :=

(
2⋂

i,j=1

Uf,xi,yj ,ε

)⋂(
2⋂

j=1

Uf,λx1+x2,yj ,ε

)⋂(
2⋂

i=1

Uf,xi,λy1+y2,ε

)
,

we have
|F (xi, yj)− 〈Txi, yj〉| < ε0, ∀i, j = 1, 2,

|λF (xi, yj)− λ〈Txi, yj〉| < ε0, ∀i, j = 1, 2,

|F (λx1 + x2, yj)− 〈T (λx1 + x2), yj〉| < ε0, ∀j = 1, 2,

|F (xi, λy1 + y2)− 〈Txi, λy1 + y2〉| < ε0, ∀i = 1, 2.

Hence we have

|F (λx1 + x2, y1)− λF (x1, y1)− F (x2, y1)| < 3ε0,

|F (x1, λy1 + y2)− λF (x1, y2)− F (x1, y2)| < 3ε0.

Since ε0 is arbitrary, these show that F is sesquilinear. On the other hand, since for
every x, y ∈ H , F (x, y) ∈ Dx,y, we have

|F (x, y)| ≤ ‖x‖‖y‖, ∀x, y ∈ H,

and so F is bounded, in fact ‖F‖ ≤ 1. Therefore by Theorem 5.2.2, there exists
Tf ∈ B(H) such that F (x, y) = 〈Tfx, y〉 for all x, y ∈ H and ‖Tf‖ ≤ 1. Hence
f = θ(Tf ) ∈ X . This shows that X is closed, and consequently compact.

Exercise 5.4.14. Let T ∈ B(H). Show that the sesquilinear form defined by
(x, y) 7→ 〈Tx, y〉 is positive if and only if T is positive.

Lemma 5.4.15. Let T ∈ B(H) be positive and set

M := sup{〈Tx, x〉; ‖x‖ = 1}.

Then for every x ∈ H, we have

(5.7) ‖Tx‖2 ≤M〈Tx, x〉 ≤M2‖x‖2.
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Proof. The sesquilinear form defined by (x, y) := 〈Tx, y〉 is positive. Therefore by
Proposition 5.1.5, the Cauchy–Schwartz inequality holds for (−,−). Hence for every
x, y ∈ H , we have

|〈Tx, y〉|2 = |(x, y)|2 ≤ (x, x)(y, y)

= 〈Tx, x〉〈Ty, y〉 ≤ 〈Tx, x〉M‖y‖2
≤ M2‖x‖2‖y‖2.

Setting y := Tx and dividing through by ‖Tx‖2, we obtain (5.7) for every x ∈ H .

Proposition 5.4.16. Let (Ti) be an increasing and bounded net of positive operators
in B(H). Then there exists a positive operator T ∈ B(H) such that Ti→T strongly,

‖T‖ = sup
i

‖Ti‖,

and T is the least upper bound of (Ti) in the directed set (B(H)+,≤).

For the definition of the least upper bound of a subset in a directed set see
Definition 5.6.3.

Proof. Using CS inequality, it is clear that the net (〈Tix, x〉) is increasing and
bounded in R for every x ∈ H , so it has a limit in R. Using the polarization
identity, one observes that the limit limi 〈Tix, y〉 exists as well for every x, y ∈ H .
Therefore we can define a map as follows:

F : H ×H → C,
(x, y) 7→ lim

i
〈Tix, y〉.

It is straightforward to check that F is a sesquilinear form on H . Moreover, for
every x, y ∈ H , we have

|F (x, y)| = | lim
i
〈Tix, y〉| ≤ lim

i
‖Ti‖‖x‖‖y‖.

Hence F is bounded too, and consequently by Theorem 5.2.2, there exists an op-
erator T ∈ B(H) such that limi 〈Tix, y〉 = F (x, y) = 〈Tx, y〉 for all x, y ∈ H and
‖T‖ ≤ limi ‖Ti‖. Since 〈Tix, x〉 ≤ 〈Tx, x〉 for all i and x ∈ H , T is positive and
Ti ≤ T for all i. This also shows that ‖T‖ = limi ‖Ti‖.

For every i, set Mi := sup{〈(T − Ti)x, x〉; ‖x‖ = 1}. Then by Lemma 5.4.15,
we have

‖(T − Ti)x‖2 ≤M2
i ‖x‖2, ∀x ∈ H.

Since limiMi = 0, the above inequality implies that Ti→T strongly.
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Corollary 5.4.17. Every decreasing net (Ti) of positive operators converges strongly
to a positive operator.

Proof. Pick an i0 from the index set and define Si := Ti0 − Ti for i ≥ i0. The net
(Si)i≥i0 is a bounded increasing net of positive operators. Moreover, T0 is an upper
bound for this net. Hence by the above proposition, it converges strongly to some
positive operator S. One checks that Ti0 − S is a positive operator and Ti→Ti0 − S
strongly.

The last part of the proof of Proposition 5.4.16 worths to be considered as
well:

Proposition 5.4.18. Let (Ti) be an increasing (resp. decreasing) net of self adjoint
operators. If (Ti) is weakly convergent to some operator T ∈ B(H), then T is the
least upper bound (resp. greatest lower bound) of (Ti) and Ti→T strongly.

Proof. One notes that T is self adjoint. Also, when (Ti) is decreasing, one should
consider (−Ti) instead.

Proposition 5.4.19. Let (Ti) be a net in B(H) such that Ti
∗Ti→0 weakly. Then

(i) Ti→0 strongly, and

(ii) if (Ti) is bounded, then Ti
∗Ti→0 strongly.

Proof. (i) For every x ∈ H , we have ‖Tix‖2 = 〈Tix, Tix〉 = 〈Ti∗Tix, x〉→0.

(ii) Let M > 0 be a positive number such that ‖Ti‖ ≤M for all i. Then for every
x ∈ H , we have ‖Ti∗Tix‖ ≤M‖Tix‖→0.

Corollary 5.4.20. Let (Ti) be a bounded net of positive operators in B(H) such
that Ti→0 weakly. Then Ti→0 strongly.

Proof. Set Si := T
1/2
i and apply Part (ii) of the above proposition.

Proposition 5.4.21. The weak, strong, and strong-∗ topologies coincide on the
group U(H) of unitary operators on H and make U(H) into a topological group.

Proof. Assume (Ti) be a net of unitary operators converging weakly to a unitary
operator T . Then for every x ∈ H , Tix→Tx in weak topology of H . By Proposition
5.1.36, Tix→Tx in norm if and only if ‖Tix‖→‖Tx‖. But the latter convergence
is obvious due to the fact that ‖Tix‖ = ‖x‖ = ‖Tx‖ for all i. Therefore Ti→T
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strongly. The strong-∗ convergence of Ti→T is proved similarly. The converses of
these implications follow from Proposition 5.4.7(i) and definition of strong-∗ operator
topology.

Theorem 5.4.22. Let ϕ : B(H)→C be a bounded linear functional. Then the
following statements are equivalent:

(i) ϕ(T ) =
∑n

k=1 〈Tyk, zk〉 for some y1, · · · , yn, z1, · · · , zn ∈ H.

(ii) ϕ is weakly continuous.

(iii) ϕ is strongly continuous.

Proof. Implications (i)⇒(ii)⇒(iii) are clear. Assume ϕ is strongly continuous, then
ϕ−1({λ ∈ C; |λ| < 1}) is open in B(H). Therefore there are h1, · · · , hn ∈ H and
ε > 0 such that ϕ(Uh1,··· ,hn,ε)⊆{λ ∈ C; |λ| < 1}, where

Uh1,··· ,hn,ε = {T ∈ B(H); ‖Thk‖ < ε, ∀k = 1, · · · , n}.

Set yk := hk
ε

for all k = 1, · · · , n. Then for every T ∈ B(H), if ‖Tyk‖ < 1 for all
k = 1, · · · , n, then |ϕ(T )| < 1. This implies that if T ∈ B(H) and ‖Tyk‖ ≤ 1 for all
k = 1, · · · , n, then |ϕ(T )| ≤ 1. Thus

|ϕ(T )| ≤ max{‖Tyk‖, k = 1, · · · , n} ≤
(

n∑

k=1

‖Tyk‖2
)2

, ∀T ∈ B(H).

Consider Hn = ⊕n
k=1H and define an operator D : B(H)→B(Hn) by

D(T )(x1, · · · , xn) := (Tx1, · · · , Txn), ∀T ∈ B(H), (x1, · · · , xn) ∈ Hn.

Set y := (y1, · · · , yn) ∈ Hn, X := {D(T )y;T ∈ B(H)}, and K := X . Then
ψ : X→C defined by ψ(D(T )y) := ϕ(T ) is a bounded linear functional, and therefore
it extends to a bounded linear functional on K. Since K is a Hilbert space, by
Theorem 5.2.2, there exists z = (z1, · · · , zk) ∈ Hn such that ψ(x) = 〈x, z〉 for all
x ∈ K. For every T ∈ B(H), put x := D(T )y = (Ty1, · · · , T yn). Then we obtain

ϕ(T ) = ψ(D(T )) = 〈(Ty1, · · · , T yn), (z1, · · · , zk)〉 =
n∑

k=1

〈Tyk, zk〉.

This proves (i).

Corollary 5.4.23. Let X be a convex set in B(H). Then X is strongly closed if
and only if it is weakly closed.
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Proof. Assume X is strongly closed. It is enough to show that if S ∈ B(H) − X ,
then S does not belong to the weak closure of X . Since X is convex, by Proposition
2.0.7, there exists a strongly continuous functional ρ ∈ B(H)∗ and b ∈ R such that
Reρ(S) > b and Reρ(T ) ≤ b for all T ∈ X . By the above theorem, ρ is weakly
continuous too. Thus the set

C := {T ∈ B(H);Reρ(T ) ≤ b}

is weakly closed in B(H), contains X and S /∈ C. Therefore X is weakly closed.
The other implication is clear.

5.5 The Borel functional calculus

For the Borel functional calculus, we follow Nik Weaver’s book, [46], where it was
explained more clearly. It is based on Theorem 5.5.1, see Theorem 7.17 of [19] for the
proof. In order to formulate the theorem, we need to recall the norm of a complex
measure. Let X be a locally compact and Hausdorff topological space and letM(X)
denote the space of all complex Radon measures on X . For every complex measure
µ on X , the total variation of µ is the positive measure |µ| which is defined as
follows: If µ = gµdν, where ν is a positive measure on X and such a decomposition
exists by Theorem 3.12 of [19], then |µ| := |gµ|ν. It was proved in Page 93 of [19]
that |µ| is well defined. Then the norm of µ is defined by ‖µ‖ := |µ|(X). It was
shown in Proposition 7.16 of [19] that this defines a norm on M(X).

Theorem 5.5.1. [The Riesz representation theorem] Let X be as above. For every
µ ∈M(X), we define

Iµ : C0(X) → C

Iµ(f) :=

∫

X

f(x)dµ(x), ∀f ∈ C0(X).

Then the map µ 7→ Iµ is an isometric isomorphism from M(X) onto C0(X)∗.

In our discussion, X is the spectrum of a normal operator on a Hilbert space.
Thus, from now on, we assume X is compact. By Theorem 7.8 of [19], every finite
Borel measure on X is Radon. On the other hand, a complex measure never takes
an infinite value, and so a positive measure is complex if and only if it is finite, see
page 93 of [19]. So, we can drop the finiteness condition as well and say that M(X)
is the space of all complex Borel measures on X . One also notes that every complex
measure is a linear combination of four positive measures, so in many situations, we
can restrict ourself to positive measures.
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Remark 5.5.2. Now, let B(X) denote the space of all bounded Borel functions on
X , i.e. all bounded functions f : X→C such that, for every open set U⊆C, f−1(U)
belongs to the σ-algebra generated by open subsets of X . The vector space B(X)
is equipped with supremum norm. Consider the map θ : B(X)→M(X)∗ defined by

θ(f)(µ) :=

∫

X

f(x)dµ(x), ∀f ∈ B(X).

Then for f ∈ B(X), we have
∣∣∣∣
∫

X

f(x)dµ(x)

∣∣∣∣ ≤ ‖f‖sup
∣∣∣∣
∫

X

gµdν(x)

∣∣∣∣

≤ ‖f‖sup
∫

X

|gµ|dν(x)

= ‖f‖sup
∫

X

d|µ|(x)

= ‖f‖sup |µ|(X)

= ‖f‖sup ‖µ‖.
Therefore θ is bounded, and in fact, ‖θ‖ ≤ 1. For ε > 0, pick x0 ∈ X such that
‖f‖sup − ε ≤ |f(x0)| and let δx0 denote the Dirac measure at x0. Then ‖δx0‖ = 1
and we have

‖f‖sup − ε ≤ |f(x0)|

=

∣∣∣∣
∫

X

f(x)dδx0(x)

∣∣∣∣
= |θ(f)(δx0)|
≤ ‖θ‖‖f‖sup.

This shows that θ is an isometry from B(X) into M(X)∗ ≃ C(X)∗∗. Therefore one
can consider B(X) as a subspace of the dual space M(X)∗. We equip B(X) with
the weak-∗ -topology on M(X)∗, that is a net (fλ) of elements of B(X) converges to
some f ∈ B(X) if

∫

X

fλ(x)dµ(x)→
∫

X

f(x)dµ(x), ∀µ ∈M(x).

The next step is to show C(X) is weak-∗ dense in B(X). We use the fact that
C(X) is dense in L1(X, µ) for every µ ∈ M(X), see Proposition 7.8 of [19]. Let
f ∈ B(X). Since integration is linear, without loss of generality, we assume that
f is non-negative. Recall that a basis of neighborhoods of f in weak-∗ topology of
C(X)∗∗ is given by sets of the form

Uf,µ1,··· ,µk ,ε := {g ∈ C(X)∗∗; |g(µi)− f(µi)| < ε, ∀1 ≤ i ≤ k},
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for some k ∈ N, µ1, · · · , µk ∈ M(X) and ε > 0. So, fix µ1, · · · , µk ∈ M(X). For
every 1 ≤ i ≤ k, there exists a sequence {fi,n} in C(X) such that

∫

X

fi,n(x)dµi(x)→
∫

X

f(x)dµi(x).

We define a new sequence {fn} by setting fn := fi,m, where 1 ≤ i ≤ k and n =
(m− 1)k + i. Clearly, we have

∫

X

fn(x)dµi(x)→
∫

X

f(x)dµi(x), ∀1 ≤ i ≤ k

This shows that the sequence {fn} lies in Uf,µ1,··· ,µk,ε eventually. Therefore f belongs
to the closure of C(X) in weak-∗ topology.

Theorem 5.5.3. [The Borel functional calculus] Let H be a Hilbert space. For
every normal operator T ∈ B(H), there exists a unique one-to-one ∗-homomorphism
ΨT : B(σ(T ))→B(H) extending the continuous functional calculus of T .

Moreover, ΨT is continuous with respect to the weak-∗ topology of B(σ(T )) and
the weak operator topology of B(H).

Proof. Consider the ∗-isomorphism defining the continuous functional calculus of T ,
i.e. ΦT : C(σ(T ))→B(H). For convenience, let us denote the restriction of its double
adjoint Φ∗∗T : C(σ(T ))∗∗→B(H)∗∗ to B(σ(T )) by Θ. By using Exercise 2.4.11(iv)
twice, we have

(5.8) ‖Θ‖ = ‖ΦT‖ = 1.

For every x, y ∈ H , let ρx,y ∈ B(H)∗ be the linear functional defined by S 7→ 〈Sx, y〉
for all S ∈ B(H). One checks that

(5.9) ‖ρx,y‖ = ‖x‖‖y‖,

see Exercise 5.5.4(i). For every f ∈ B(σ(T )), we define a map

{−,−}f : H ×H→C
{x, y}f := Θ(f)(ρx,y).

It is straightforward to check that {−,−}f is a sesquilinear map. Also, using Equa-
tions (5.8) and (5.9), we have

|{x, y}f | ≤ ‖Θ(f)‖‖ρx,y‖ ≤ ‖f‖sup‖x‖‖y‖.

Hence {−,−} is bounded. Therefore by Theorem 5.2.2, there exists a bounded
operator in B(H), which we denote it by ΨT (f), such that {x, y}f = 〈ΨT (f)x, y〉.
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The map ΨT : B(σ(T ))→B(H) is called the Borel functional calculus of T .
Let us check that ΨT extends the continuous functional calculus of T . For every
f ∈ C(σ(T )) and x, y ∈ H , we have

〈ΨT (f)x, y〉 = {x, y}f = Θ(f)(ρx,y) = ρx,y(ΦT (f)) = 〈ΦT (f)x, y〉.

Therefore ΨT (f) = ΦT (f) for all f ∈ C(σ(T )). It is straightforward to check that
ΨT is a linear map, see Exercise 5.5.4(ii). Let (fλ) be a net in B(σ(T )) convergent
to f ∈ B(σ(T )) in weak-∗ -topology. Then for every x, y ∈ H , we have

〈ΨT (fλ)x, y〉 = {x, y}fλ
= Θ(fλ)(ρx,y) −→ Θ(f)(ρx,y)

= {x, y}f = 〈ΨT (f)x, y〉.

Therefore ΨT is continuous with respect to the weak-∗ topology of B(σ(T )) and the
weak operator topology of B(H). This also justifies our next computations, wherein
all limits are taken with respect to the weak operator topology of B(H).

For given f ∈ B(σ(T )), let (fλ) be a net in C(σ(T )) such that fλ→f in weak-
∗ topology. Then for every g ∈ C(σ(T )), we compute

ΨT (fg) = lim
λ

ΨT (fλg) = lim
λ

ΦT (fλg)

= lim
λ

ΦT (fλ)ΦT (g) = lim
λ

ΨT (fλ)ΨT (g)

= ΨT (f)ΨT (g).

For every f ∈ B(σ(T )) and g ∈ B(σ(T )), let (gµ) be a net in C(σ(T )) such that
gµ→g in weak-∗ topology. Then using the above computation, we have

ΨT (fg) = lim
µ

ΨT (fgµ) = ΨT (f) lim
µ

ΨT (gµ) = ΨT (f)ΨT (g).

This shows that ΨT is a multiplicative map. One notes that we had to break
the argument in two steps, because the multiplication of B(H) is only separately
continuous in the weak operator topology, see Remark 5.4.10(ii).

We know that ΦT is a ∗-homomorphism, so ΦT (f) = ΦT (f)
∗ for all f ∈

C(σ(T )). Let f ∈ B(σ(T )) and let (fλ) be a net in C(σ(T )) such that fλ→f in
weak-∗ topology. Then fλ→f and, using Exercise 5.4.8, we compute

ΨT (f) = lim
λ

ΨT (fλ) = lim
λ

ΦT (fλ)

= lim
λ

ΦT (fλ)
∗ = lim

λ
ΨT (fλ)

∗

=
(
lim
λ

ΦT (fλ)
)
∗ = ΨT (f)

∗.
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This shows that ΨT is a ∗-homomorphism as well.

Finally, the uniqueness of ΨT follows from the fact that C(σ(T )) is weak-∗ dense
in B(σ(T )), see 5.5.2.

Similar to the continuous functional calculus, for every f ∈ B(σ(T )), ΨT (f) is
denoted by f(T ).

Exercise 5.5.4. Assume the notations of the above proof.

(i) Verify Equation (5.9).

(ii) Check that ΨT is a linear map.

5.6 Projections and the polar decomposition

In this section H is a Hilbert space. We first study elementary topics about projec-
tions in B(H). afterwards, we prove the polar decomposition of elements of B(H).

Assume X be a closed subspace of H . Define a map P : H→X by defining Px
to be the orthogonal projection of x on X . By Corollary 5.1.14(ii), H = X ⊕ X⊥.
It follows from this decomposition of H that P is a linear map. For every x ∈ H ,
assume x = x1 + x2, where x1 = Px ∈ X and x2 = x − Px ∈ X⊥. Then using
Exercise 5.1.16, we have

‖Px‖ = ‖P (x1 + x2)‖ = ‖Px1‖ = ‖x1‖ ≤ ‖x1 + x2‖ = ‖x‖.

This shows that P is also bounded. It is clear that P 2 = P . It also follows from the
above decomposition of H that P ∗ = P . Therefore P is a projection in B(H). This
projection is determined completely by X and usually is denoted by PX . One also
notes that 1 − PX = PX⊥. For every projection P ∈ B(H), 1 − P is a projection
again and is called the complement of P and is denoted by P⊥.

Conversely, let P be a projection in B(H). Then R(P ) = N(1 − P ), and so
X = R(P ) is a closed subspace of H and P = PX . This shows that there is a
bijective correspondence between projections in B(H) and closed subspaces of H .

The proof of the following proposition is easy and is left as an exercise.

Proposition 5.6.1. Let X and Y be two closed subspaces of H. The following
statements are equivalent:

(i) PX ≤ PY .
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(ii) PX ≤ λPY for some λ > 0.

(iii) X⊆Y .

(iv) PXPY = PY PX = PX .

(v) PY − PX is a projection in B(H), (In fact, PY − PX = PY ∩X⊥).

Two projections P,Q ∈ B(H) are called orthogonal if PQ = QP = 0. This is
denoted by P ⊥ Q, or equivalently Q ⊥ P . For example P and 1−P are orthogonal.

Exercise 5.6.2. Let P,Q ∈ B(H) be two projections. Show that P ⊥ Q if and
only if Q ≤ 1− P .

Given projections PXi
associated with closed subspaces Xi for i ∈ I, where I

is an arbitrary index set, we define ∧iPXi
:= P∩iXi

and ∨iPXi
:= P∑

iXi
. Then for

every i0 ∈ I, we have

∧iPXi
≤ PXi0

, and PXi0
≤ ∨iPXi

.

When I = {1, 2}, ∧iPXi
and ∨iPXi

are denoted by PX1
∧ PX2

and PX1
∨ PX2

,
respectively. These properties are understood better using the notion of a lattice.

Definition 5.6.3. Let (S,≤) be a partially ordered set.

(i) A lower bound of a subset T⊆S is an element l ∈ S such that l ≤ t for all
t ∈ T . The greatest lower bound (shortly, g.l.b.) of T is a lower bound g
of T such that l ≤ g for every lower bound l of T . (The uniqueness of g.l.b.
easily follows from the definition.)

(ii) An upper bound of a subset T⊆S is an element u ∈ S such that t ≤ u for
all t ∈ T . The least upper bound (shortly, l.u.b.) of T is an upper bound
l of T such that l ≤ u for every upper bound u of T . (The uniqueness of l.u.b.
easily follows from the definition.)

(iii) A lattice is a partially ordered set, say (S,≤), such that, for every subset
T⊆S with two elements, there exist the greatest lower bound and the least
upper bound of T .

(iv) A complete lattice is a partially ordered set, say (S,≤), such that, for every
subset T⊆S, there exist the greatest lower bound and the least upper bound
of T .

One can learn more about lattices in [23].
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Exercise 5.6.4. Show that the set P (H) of all projections in B(H) equipped with
partial order ≤ is a complete lattice. Describe the greatest lower bound and the
least upper bound of a subset of P (H) in terms of the above notations.

Exercise 5.6.5. Let P and Q be two projections in B(H). If P and Q commute,
then show that P ∧ Q = PQ and P ∨Q = P + Q − PQ. Conclude that if P ⊥ Q,
then PQ and P +Q are both projections.

Exercise 5.6.6. Let P and Q be two projections in B(H).

(i) Show that P ≤ Q if and only if 1−Q ≤ 1− P .

(ii) Show that 1− (P ∨Q) = (1− P ) ∧ (1−Q).

(iii) Show that 1− (P ∧Q) = (1− P ) ∨ (1−Q).

(iv) Generalize the above statements for arbitrary family of projections in B(H).

Proposition 5.6.7. (i) Assume (Pi) is an increasing sequence of projections in
B(H), then Pi→∨i Pi strongly.

(ii) Assume (Pi) is an decreasing sequence of projections in B(H), then Pi→∧i Pi
strongly.

Proof. For i ∈ N, set Xi = R(Pi). Then we have Pi = PXi
.

(i) Set

X :=
∞∑

i=1

Xi

and set P := PX . Since {Pi} is an increasing sequence,

X =
∞⋃

i=1

Xi.

For every x ∈ X , we can write x =
∑∞

i=1 xi, where xi ∈ Xi. Thus
∑n

i=1 xi→x
and

∑n
i=1 xi ∈ Xn. Therefore for every ε > 0, there exists nε ∈ N such that

‖PXmx − x‖ < ε for all m ≥ n. Now, for every h ∈ H and ε > 0, if i ≥ nε,
then ‖Ph− Pih‖ = ‖Ph− PiPh‖ < ε, because Ph ∈ X . This proves (i).

(ii) It follows from (i) and Exercise 5.6.6.
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Proposition 5.6.8. Let P,Q,R be projections in B(H) such that P ⊥ Q and P ≤
R. Then we have

(5.10) (P +Q) ∧R = P ∨ (Q ∧ R).

Proof. Let X, Y, Z be closed subspaces of H associated with P,Q,R, respectively.
Then the above assumptions are equivalent to Y⊆X⊥ and X⊆R and Equality (5.10)
is equivalent to (X + Y ) ∩ R = X + (Y ∩ R), which is easy to check.

Proposition 5.6.9. The strong, weak, and strong-∗ operator topologies coincide on
the set of projections in B(H).

Proof. Let Pi→P weakly. Then for every x ∈ H , we have

‖Pix‖2 = 〈Pix, Pix〉 = 〈Pi∗Pix, x〉 = 〈Pix, x〉→〈Px, x〉 = ‖Px‖2.

Hence Pi→P strongly. Since every projection is self adjoint, this implies that Pi→P
in strong-∗ operator topology as well. The converses of these implications follows
from Proposition 5.4.7(i) and definition of strong-∗ operator topology.

Definition 5.6.10. Let ∆ = {Pi; i ∈ I} be a family of projections in B(H).

(i) Elements of ∆ are called pairwise orthogonal if PiPj = 0.

(ii) Let I be finite and Xi = R(Pi), i.e. PXi
= Pi. Then ⊕i∈IPi := P⊕i∈IXi

is called
the sum of ∆.

A family {Tλ;λ ∈ Λ} of elements of B(H) is called summable in strong (resp.
weak, strong-∗) operator topology if

∑
λ∈Λ Tλ is convergent in strong (resp. weak

and strong-∗) operator topology.

Proposition 5.6.11. Every family {Pi; i ∈ I} of pairwise orthogonal projections in
B(H) is summable to the projection P := ∨i∈IPi in strong operator topology.

Moreover, we have

‖Px‖ =

(∑

i∈I

‖Pix‖2
)1/2

, ∀x ∈ H.

When P = 1, the map U : H→ ⊕i∈I Pi(H) defined by x 7→ (Pi(x)) is a unitary
operator.

For every i ∈ I, Pi(H) is a Hilbert space and ⊕i∈IPi(H) is the direct sum of
these Hilbert spaces, see Example 5.1.11(i).
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Proof. Let (F ,≤) be the collection of all finite subsets of I directed by inclusion. For
every F ∈ F , PF :=

∑
i∈F Pi is a projection and the net (PF )F∈F is an increasing net

of projections. It follows from proposition 5.6.7(i) that the net (PF )F∈F converges
to P strongly, i.e. P =

∑
i∈I Pi in strong topology.

Moreover, since the elements of {Pi; i ∈ I} are pairwise orthogonal projections
by applying Pythagoras’ identity, Exercise 5.1.15, for every x ∈ H and F ∈ F , we
have

‖Px‖2 = lim
F

‖PFx‖2 = lim
F

∑

i∈F

‖Pix‖2 =
∑

i∈I

‖Pix‖2.

One easily checks that if P = 1, then U−1 : ⊕i∈IPi(H)→H is given by

U−1(xi)i∈I =
∑

i∈I

xi, ∀(xi)i∈I ∈
⊕

i∈I

Pi(H).

Hence for every (xi)i∈I ∈ ⊕i∈IPi(H) and x ∈ H , we compute

〈U−1(xi), x〉 =
∑

i∈I

〈xi, x〉 =
∑

i∈I

〈xi, Pix〉

= 〈(xi), (Pix)〉 = 〈(xi), Ux〉 = 〈U∗(xi), x〉.

Therefore U−1 = U∗.

Definition 5.6.12. Let H1 and H2 be two Hilbert spaces and let T ∈ B(H1, H2).
The orthogonal projection on the closed subspace N(T )⊥ of H1 is called the right

support projection of T and is denoted by PT . The orthogonal projection on
the closed subspace R(T ) of H2 is called the left support projection of T and is
denoted by QT .

The basic properties of the left and right support projections are listed in the
following propositions:

Proposition 5.6.13. Let H,H1, H2 be Hilbert spaces. For given A ∈ B(H1, H2)
and T ∈ B(H), the following statement hold:

(i) The left support projection of A is the right support projection of A∗, i.e.
QA = PA∗.

(ii) (a) TPT = T .

(b) For every S ∈ B(H), if TS = 0, then PTS = 0.

Moreover, the projection PT with these two properties is unique.

(iii) (a) QTT = T .
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(b) For every S ∈ B(H), if ST = 0, then SQT = 0.

Moreover, the projection QT with these two properties is unique.

(iv) The right support projection of T is the smallest projection P ∈ B(H) such
that TP = T .

(v) If T is normal, then PT = QT .

(vi) PT = PT ∗T = QT ∗T and QT = QTT ∗ = PTT ∗.

Proof. (i) By Lemma 5.2.7, N(A∗) = R(A)⊥. Therefore the orthogonal projection
on the complement subspace of N(A∗), i.e. QA∗ , equals to the orthogonal
projection on R(A), i.e. PA. Similarly, QA = PA∗ .

(ii) Conditions (a) and (b) are immediate consequences of the definition. Assume
P is a projection in B(H) satisfying (a) and (b). Let X be the closed subspace
of H such that P = PX , i.e. X = R(P ). Then 1 − P = PX⊥ . Condition (a)
implies that T (1 − P ) = 0, or equivalently X⊥⊆N(T ). Hence N(T )⊥⊆X .
Condition (b) means that if R(S)⊆N(T ), then R(S)⊆N(P ) = X⊥. Hence
N(T )⊆X⊥, or equivalently X⊆N(T )⊥. Therefore N(T )⊥ = X , and so P =
PT .

(iii) It follows from (i) and (ii).

(iv) Assume P = PX for some closed subspace X of H and TP = T . In item (ii),
we already proved that N(T )⊥⊆X . Hence PT ≤ PX .

(v) By Proposition 5.2.11, when T is normal, N(T )⊥ = N(T ∗)⊥. Hence PT =
PT ∗ = QT .

(vi) The first equality follows easily from the fact that N(T ) = N(T ∗T ). The
second equality follows from the first one and (i).

Proposition 5.6.14. Let T ∈ B(H) be a positive operator and let t ∈]0,∞[. Then
we have the following limits in the strong operator topology:

(i) PT = limt→0 T
t, and therefore PT is a strong limit of polynomials in T . This

also shows that PT ∈ C∗(T )′′.

(ii) QT = limt→0(T
∗T )t and PT = limt→0(TT

∗)t.

(iii) PT = limt→0 T (T + t)−1.
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Proof. (i) Given t > 0, the function f(x) := xt is a limit of polynomials whose
constant terms are zero. So, by the non-unital continuous functional calculus,
if Tx = 0, then T tx = 0 for all t > 0. This proves T tx→PTx for all x ∈ N(T ).
Since T is positive (normal), by Proposition 5.2.11, R(T ) = N(T )⊥. Hence

(5.11) H = N(T )⊕ R(T ).

Therefore it is enough to show that T tx→PTx for all x ∈ R(T ). Since T is
positive, by Proposition 4.1.11(ii), T t+1→T . For given x ∈ R(T ), x = T (y)
for some y ∈ H . Therefore we have

Tx = T t+1y→Ty = x = QTx = PTx, ∀x ∈ R(T ).

By Proposition 5.4.3(i), this convergence holds for all x ∈ R(T ) as well.

(ii) It follows from (i) and Part (vi) of the above proposition.

(iii) Similar to (i), we use the equality (5.11) and prove the convergence in two steps.
Since T is positive, T + t is invertible for all t ∈]0,∞[. On the other hand, for
every t ∈]0,∞[, (T + t)−1 ∈ C∗(T, 1), and so it commutes with T . This implies
that N(T )⊆N(T (T + t)−1) for all t ∈]0,∞[. Hence T (T + t)−1x = PTx = 0
for all x ∈ N(T ). For every x ∈ R(T ), we have

T (T + t)−1x = (T + t)−1(T + t)x+ tx = x+ tx→x = QTx = PTx, as t→0.

Definition 5.6.15. An element a in a C∗-algebra A is called a partial isometry

if a∗a is a projection in A, which is called the support projection of a. In the
context of operators, an operator T ∈ B(H1, H2) between two Hilbert spaces is called
a partial isometry if T ∗T is a projection in B(H1), which is called the support

projection of T .

One easily sees that the above notions of partial isometry coincide on B(H).
If P0 is a projection in B(H), then PP0

= QP0
= P0. Therefore for every partial

isometry T ∈ B(H), we have PT = PT ∗T = T ∗T . This justifies the name “support
projection”.

Proposition 5.6.16. Let T ∈ B(H1, H2) be a bounded operator between two Hilbert
spaces. Then the following conditions are equivalent:

(i) T is a partial isometry.

(ii) TT ∗ is a projection, (T ∗ is a partial isometry).
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(iii) T = TT ∗T .

(iv) The restriction of T on N(T )⊥ is an isometry.

Proof. Assume (i), then (TT ∗)3 = (TT ∗)2. Therefore by Problem 3.6, TT ∗ is a
projection. Hence (ii) holds. Similarly, (ii) implies (i).

Assume (iii), then T ∗T = (T ∗T )3. Therefore by Problem 3.6(ii), T ∗T is a
projection. Hence (i) holds. Conversely, in the above, we observed that (i) implies
that PT = T ∗T . Therefore T = TPT = TT ∗T . Hence (iii) follows from (i).

Assume (iv). For every x ∈ N(T )⊥, we compute

〈PTx, x〉 = 〈x, x〉 = ‖x‖2 = ‖Tx‖2 = 〈Tx, Tx〉 = 〈T ∗Tx, x〉.

Also, for every x ∈ N(T ), we have 〈PTx, x〉 = 0 = 〈T ∗Tx, x〉. Using the decomposi-
tion H = N(T )⊥ ⊕N(T ), we obtain 〈PTx, x〉 = 〈T ∗Tx, x〉 for all x ∈ H . Therefore
by Problem 5.19, PT = T ∗T , and so (i) holds. If (i) holds, then PT = T ∗T . Therefore
for every x ∈ N(T )⊥, we compute

‖Tx‖2 = 〈Tx, Tx〉 = 〈T ∗Tx, x〉 = 〈PTx, x〉 = 〈x, x〉 = ‖x‖2.

Hence (iv) holds.

Exercise 5.6.17. Let T ∈ B(H). Prove that T is a partial isometry if and only if
PT = T ∗T .

Similar to polar decomposition of elements of C, every element T of the algebra
B(H) has a left (resp. right) polar decomposition T = U |T | (resp. T = |T ∗|U),
where U is a partial isometries. These decompositions have many applications in
the theory of C∗-algebras.

Theorem 5.6.18. [Polar decomposition] Let T ∈ B(H1, H2) be a bounded op-
erator between two Hilbert spaces. Then there exists a unique partial isometry
U ∈ B(H1, H2) such that T = U |T |, where |T | := (T ∗T )1/2, and N(T ) = N(U).
Furthermore, U∗T = |T |. This decomposition of T is called the left polar decom-

position of T .

Moreover, when H1 = H2, we have U ∈ C∗(T, T ∗)′′⊆B(H1).

Proof. By Exercise 5.2.10(v), N(T ) = N(T ∗T ). Hence the restriction of T ∗T to
N(T )⊥ = PTH1 is one-to-one. For every x ∈ N(T )⊥, we have T ∗Tx = PTT

∗Tx ∈
N(T )⊥, so the map T ∗T : N(T )⊥→N(T )⊥ is a well defined bounded operator. Also,
it follows from Lemma 5.2.7 that the image of this map is dense in N(T )⊥. These
facts show that |T | = (T ∗T )1/2 : N(T )⊥→N(T )⊥ is one-to-one and its image is dense
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in N(T )⊥. It also follows easily from definition that T : N(T )⊥→R(T ) is one-to-one
and onto. One also notes that R(T ) is dense in QTH2.

Now, we define a map R(|T |)→R(T ) by |T |x 7→ Tx. One easily checks that
this is a linear map. Also, by Problem 5.21, we have ‖|T |x‖ = ‖Tx‖ for all x ∈ H1,
so it is an isometry. It extends to an isometry U : N(T )⊥→QTH2. Since U is an
isometry between two Banach spaces and its image is dense, it has to be onto. In fact,
by Problem 5.20, U is a unitary operator in B(N(T )⊥, QTH2). Hence U

∗Tx = |T |x
for all x ∈ H1. We can extend U to H1 by setting Ux = 0 for all x ∈ N(T ).
Then by Proposition 5.6.16(iv), U ∈ B(H1, H2) is a partial isometry. It is clear that
T = U |T | and N(T ) = N(U). The uniqueness of U follows from these equalities.

When H1 = H2, in order to prove that U ∈ C∗(T, T ∗)′′, it is enough to show
that T (T ∗T+t)−1/2→U strongly as t→0 (for t ∈]0,∞[), see Remark 5.4.10(v). Since
T ∗T is positive, for every t > 0, the operator T ∗T + t is invertible and positive, and
so (T ∗T + t)−1/2 is well defined. For x ∈ N(T )⊥, we compute

T (T ∗T + t)−1/2|T |x = T (T ∗T + t)−1/2(T ∗T + t)x+ T t−1/2x

= Tx+ T t−1/2x→Tx = Ux, (in norm) as t→0.

For x ∈ N(T ), we have T (T ∗T + t)−1/2|T |x = 0 = Ux. This proves the required
convergence.

Corollary 5.6.19. Assume T is as the above theorem and T = U |T | is its left polar
decomposition. Then T = |T ∗|U . This decomposition of T is called the right polar

decomposition of T .

Proof. It is clear that (TT ∗)n = U(T ∗T )nU∗ for all n ∈ N. Therefore by Problem
3.14, we have |T ∗| = U |T |U∗. Since U∗U = PT and |T |PT = |T |, see Problem 5.22,
we obtain T = U |T | = |T ∗|U .

Some of the easy properties of the polar decomposition is listed in the following
exercise:

Exercise 5.6.20. Assume T is as the above theorem.

(i) Show that if T ∗T is invertible, then U is an isometry and U = T (T ∗T )−1/2.

(ii) Show that if T is invertible (or more generally, T is one-to-one and its image
is dense), then U is a unitary operator.

(iii) Show that if H1 = H2 and T ∗T is invertible, then U ∈ C∗(T, T ∗).
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5.7 Compact operators

In this section, H is a Hilbert space. By Proposition 2.1.24, the algebra K(H) is
a closed two sided ideal of B(H). Therefore by Proposition 4.3.2, K(H) is closed
under involution, and so is a C∗-subalgebra of B(H). It is called the C∗-algebra of

compact operators on H . When H is an infinite dimensional separable Hilbert
space, or equivalently H ≃ ℓ2, K(H) is briefly called the C∗-algebra of compact

operators and is denoted by K. The quotient C∗-algebra B(H)/K(H) is called the
Calkin algebra of H and is denoted by Q(H). When H ≃ ℓ2, it is briefly called
the Calkin algebra and is denoted by Q.

Definition 5.7.1. An operator T ∈ B(H) is called diagonalisable if there exists
an orthonormal basis for H consisting of eigenvectors of T .

Exercise 5.7.2. Show that every diagonalisable operator T ∈ B(H) is normal.

The converse of the above exercise is not generally true, see the following
example:

Example 5.7.3. Define an operator S : ℓ2(Z)→ℓ2(Z) by S(δn) := δn+1 and extend
this rule linearly, where as usual δn is the characteristic function of {n}. This
operator is bounded and is called the bilateral shift operator. It is a unitary
operator, and so normal. One can checks that S has no eigenvalues, and so is not
diagonalisable.

Proposition 5.7.4. Every normal compact operator T ∈ K(H) is diagonalisable.

Proof. Let E be a maximal orthonormal set of eigenvectors of T , which exists by
Zorn’s lemma. Let H0 be the closed span of E. Then H = H0 ⊕H⊥0 . One observes
that the restriction of T to H0 is a compact operator which we denote it by T ′.
T ′ is compact and normal. By maximality of E, T ′ has no non-zero eigenvalues.
Hence by Theorem 2.4.24(ii), σ(T ′) has no non-zero element. Since T ′ is normal,
this implies that ‖T ′‖ = r(T ′) = 0, and so T ′ = 0. Therefore H⊥0 is the eigenspace of
the eigenvalue 0 of T and the union of E with every orthonormal basis of H⊥0 is an
orthonormal basis for H consisting of eigenvectors of T . This contradicts with the
maximality of E unless H⊥0 = 0. In this case, H = H0 and the proof is complete.

In Proposition 2.1.24, for every Banach space E, we proved that the closure
of F (E) is a subalgebra of K(E). When E is a Hilbert space, we can say more as
the following proposition:

Proposition 5.7.5. The C∗-algebra K(H) is the closure of F (H).
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Proof. Let T be a compact operator. Without loss of generality, using the fact that
every element of a C∗-algebra is the linear combination of four positive elements,
we can assume that T is positive. Therefore by Proposition 5.7.4, there is an or-
thonormal basis B for H consisting of eigenvectors of T . Using Theorem 2.4.24, we
can arrange the set of eigenvalues of T as a decreasing sequence λ1 > λ2 > · · · of
non-negative real numbers. For every n ∈ N, let Bn be the subset of B consisting
of eigenvectors of λn and define

Tn(u) :=

{
λnu u ∈ Bn

0 u ∈ B − Bn

and extend Tn linearly to H . Clearly, Tn is a finite rank operator, and so is
∑n

m=1 Tm
for every n ∈ N. Using Theorem 2.4.24, we have

‖T −
n∑

m=1

Tm‖ = λn+1→0, when n→∞.

Therefore T is the limit of the sequence (
∑n

m=1 Tm)n∈N of finite rank operators.

Corollary 5.7.6. The C∗-algebra K(H) is simple.

Proof. Let I be a non-zero closed ideal of K(H). Then by Proposition 5.2.16,
F (H)⊆I. Since I is closed, K(H) = F (H)⊆I.

Proposition 5.7.7. M(K(H)) = B(H).

In the following proof, we use some parts of Exercise 5.2.15.

Proof. By Proposition 5.2.16, K(H) is an essential ideal of B(H). Therefore by
Proposition 4.3.33, there is a one-to-one ∗-homomorphism ϕ : B(H)→M(K(H)).
To show ϕ is onto, let (L,R) ∈M(K(H)). Fix a unit vector u ∈ H and define

T : H → H,

x 7→ L(x⊗ u)(u), ∀x ∈ H.

Clearly, T is linear and we also have

‖Tx‖ ≤ ‖L(x⊗ u)‖ ≤ ‖L‖‖s⊗ ‖ = ‖L‖‖x‖, ∀x ∈ H.
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Hence T ∈ B(H). For every x, y, z ∈ H , we compute

[LT (x⊗ y)]z = (Tx⊗ y)x

= 〈z, y〉Tx
= 〈z, y〉[L(x⊗ u)]u

= [L(x⊗ u)](〈z, y〉u)
= [L(x⊗ u)](u⊗ y)z

= [L((x⊗ u)(u⊗ y))]z

= [L(x⊗ y)]z.

This shows that LT = L over F (H), and since F (H) is dense in K(H) and both L
and LT are bounded, LT = L overK(H). This amounts to 0 = ‖LT−L‖ = ‖RT−R‖.
Hence ϕ(T ) = (LT , RT ) = (L,R), and therefore ϕ is onto.

Exercise 5.7.8. Show that when H is an infinite dimensional Hilbert space, K(H)
is not unital. Therefore K(H) is not a von Neumann algebra.

The following proposition follows from elementary properties of von Neumann
algebras:

Proposition 5.7.9. K(H)′′ = B(H).

Proof. Let T ∈ B(H)−C1. In the proof of Proposition 5.2.18(v), we showed that T
does not commute with some finite rank operator. Hence T /∈ K(H)′. This implies
K(H)′ = C1, and consequently K(H)′′ = B(H) by Proposition 5.2.18(v).

5.8 Elements of von Neumann algebras

In this section, H is always a Hilbert space. We mainly follow Gert K. Pedersen’s [33]
book to prove the bicommutant theorem. Using this theorem, we observe that the
image of the Borel functional calculus of an operator T lies in V N(T ) = C∗(T, T ∗)′′,
the von Neumann algebra generated by T .

Definition 5.8.1. We say a C∗-subalgebra A of B(H) acts non-degenerately

on H if x ∈ H and Tx = 0 for all T ∈ A implies x = 0.

Theorem 5.8.2. [The von Neumann bicommutant theorem] LetM be a C∗-subalgebra
of B(H) acting non-degenerately on H. Then the following statements are equiva-
lent:

(i) M =M ′′.
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(ii) M is weakly closed.

(iii) M is strongly closed.

Proof. The implications (i) ⇒ (ii) ⇔ (iii) follow from Proposition 5.4.7(i), Remark
5.4.10(v), and Corollary 5.4.23.

Assume (iii) holds. For given x0 ∈ H , let X be the closure of the vector space
Mx0 := {Tx0;T ∈ M} and set P := PX . One checks PTP = TP for all T ∈ M .
Thus

TP = (PT ∗P )∗ = (T ∗P )∗ = PT, ∀T ∈ M,

and so P ∈ M ′. On the other hand, for every T ∈ M , we have T (1− P )x0 = (1 −
P )Tx0 = 0. Since M acts non-degenerately on H , (1− P )x0 = 0. Hence Px0 = x0.
For given S ∈ M ′′, we have SP = PS, so Sx0 = SPx0 = PSx0 ∈ PH = X . Thus
for every ε0 > 0, there is T ∈M such that ‖(S − T )x0‖ < ε0. Let

US,x1,··· ,xn,ε := {T ∈ B(H); ‖(T − S)xk‖ < ε, ∀k = 1, · · · , n}

be an arbitrary basic neighborhood in the strong operator topology of B(H) con-
taining S. We need to show that US,x1,··· ,xn,ε contains an element of M .

Set x := (x1, · · · , xn) ∈ Hn and define D : B(H)→B(Hn) by

D(T ) := (Tx1, · · · , Txn), ∀T ∈ B(H).

Then using the isomorphism B(Hn) ≃ Mn(B(H)), we have

D(M)′ = {(Tij) ∈ B(Hn);Tij ∈M ′ ∀i, j = 1, · · · , n} ,

see Problem 5.23. Thus D(S) ∈ D(M)′′. Now, apply the first part of the proof
with D(M), D(S), x, ε, and Hn in place of M , S, x0, ε, and H . Then there is some
T ∈ B(H) such that ‖(D(S) − D(T ))x‖ < ε. Using this, for every m = 1, · · · , n,
we have

‖(S − T )xm‖ ≤
(

n∑

k=1

‖(S − T )xk‖2
)1/2

= ‖(D(S)−D(T ))x‖ < ε.

Therefore T ∈ US,x1,··· ,xn,ε.

The following corollary is an immediate consequence of the bicommutant the-
orem:

Corollary 5.8.3. Let M be a von Neumann algebra on H and Let T ∈ M be a
normal element. Then for every Borel function f ∈ B(σ(T )), we have f(T ) ∈M .



172 CHAPTER 5. BOUNDED OPERATORS ON HILBERT SPACES

5.9 Problems

Problem 5.1. Describe all inner products on Cn. Show that, for every natural
number n, there is only one Hilbert space of dimension n up to unitary equivalence.

Problem 5.2. Let (E, ‖ − ‖) be a normed vector space. Prove that E is a Banach
space if and only if every absolutely convergent series in E is convergent.

Problem 5.3. Let (X, µ) be a measure space. Use the above exercise to show
that L2(X, µ) equipped with the norm defined by ‖f‖22 :=

∫
X
|f(x)|2dµ(x) for all

f ∈ L2(X, µ) is a Banach space.

Problem 5.4. [The Gram-Schmidt orthogonalization process] Assume

X = {xn;n ∈ N}

is a linearly independent subset of a Hilbert space H . Show that there is an or-
thonormal subset {un;n ∈ N} in H such that [{x1, · · · , xn}] = [{u1, · · · , un}] for all
n ∈ N.
Problem 5.5. Prove that the Hilbert space L2(Rn, m) is separable for all n ∈ N,
where m is the Lebesgue measure. More generally, let (X, µ) be a measure space
such that the topology of X has a countable basis (in other words, X is second

countable) and µ is a Borel measure. Show that L2(X, µ) is separable.

Problem 5.6. Let H be an infinite dimensional Hilbert space. Show that the weak
topology on H is not first countable. (Remember; a topological space is called first

countable if each point has a countable basis of neighborhoods.)

Problem 5.7. Using the Uniform boundedness theorem, see 2.0.1, show that every
weakly convergent sequence in a Hilbert space is norm bounded. On the contrary,
find an example to show that a weakly convergent net in a Hilbert space need not
be norm bounded.

Problem 5.8. Let X be a set and let H be a Hilbert space. Show that Hilbert
spaces ℓ2(X)⊗H and HX are unitary equivalent.

Problem 5.9. Let (X, µ) be a measure space and let H be a Hilbert space. Show
that Hilbert spaces L2(X)⊗H and L2(X,H) are unitary equivalent.

Problem 5.10. Let H1, H2 and H3 be Hilbert spaces. Show that

(H1 ⊕H2)⊗H3 ≃ (H1 ⊗H3)⊕ (H2 ⊗H3).

Problem 5.11. Assume X = {xi; i ∈ I} and Y = {yj; j ∈ J} be orthonormal
bases for Hilbert spaces H1 and H2, respectively. Prove that {xi ⊗ yj; i ∈ I, j ∈ J}
is an orthonormal basis for H1 ⊗ H2. Show that H1 ⊗ H2 is unitary equivalent to
H1 ⊗ ℓ2(J). Also, use X and Y to find an orthonormal basis for H1 ⊕H2.



5.9. PROBLEMS 173

Problem 5.12. Let G be an LCG with a Haar measure µ.

(i) Using a Dirac net on G find and approximate unit for Cr
∗(G).

(ii) If the topology of G is first countable, show that Cr
∗(G) is σ-unital.

(iii) Assume G is discrete. Show that λ(δe) = 1 ∈ B(ℓ2(G)) and λ(δg) is a unitary
element in Cr

∗(G) for all g ∈ G, where δg is the characteristic function of the
one point subset {g} of G.

Problem 5.13. Let B be an orthonormal basis for a Hilbert basis H and let T, S ∈
B(H). Show that T = S if and only if 〈Tu, v〉 = 〈Su, v〉 for all u, v ∈ B.

Problem 5.14. Assume H is a Hilbert space. Prove that F (H) is generated by
projections of rank one.

Problem 5.15. Let H be a Hilbert space. Show that the set B(H)h of self adjoint
operators is weakly, and consequently strongly, closed.

Problem 5.16. Prove that the Borel functional calculus agrees with the holomor-
phic functional calculus on holomorphic functions.

Problem 5.17. LetM : L∞(X, µ)→B(L2(X)) be the map defined in Example 5.3.5
and let f ∈ L∞(X).

(i) By definition, the essential range of f is the set

{
λ ∈ C;µ(f−1(O)) > 0 for all open subsets O⊆C containing λ

}
.

Show that σ(Mf ) is exactly the essential range of f .

(ii) Show that if |f | = 1 almost every where, then Mf is a unitary operator.

(iii) Show that if f = 0 or f = 1 almost every where, then Mf is a projection.

(iv) When is Mf self adjoint or positive? Justify your answer.

(v) Let g ∈ C(σ(Mf)). Show that g(Mf) =Mgof .

(vi) Let g ∈ B(σ(Mf )), see Remark 5.5.2 and Theorem 5.5.3. Show that

g(Mf) =Mgof .

Problem 5.18. Let P and Q be two projections on a Hilbert space H . Show that
P ≤ Q if and only if ‖Px‖ ≤ ‖Qx‖ for all x ∈ H .

Problem 5.19. Let H be a Hilbert space and let T, S ∈ B(H). Show that if
〈Tx, x〉 = 〈Sx, x〉 for all x ∈ H , then T = S.
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Problem 5.20. Let T ∈ B(H1, H2) be an onto isometry between two Hilbert spaces.
Prove that T is a unitary.

Problem 5.21. Let T ∈ B(H1, H2) be a bounded operator between two Hilbert
spaces and set |T | := (T ∗T )1/2 ∈ B(H1). Prove that ‖|T |x‖ = ‖Tx‖ for all x ∈ H1.

Problem 5.22. Let H be a Hilbert space, T ∈ B(H), and let PT and QT be the
left and right support projections of T , respectively. For every S ∈ C∗(T, T ∗), show
that SPT = S and QTS = S.

Problem 5.23. Let H be a Hilbert space and let Hn be the (orthogonal) direct
sum of n copies of H .

(i) Show that B(Hn) ≃Mn(B(H)).

(ii) Using the above isomorphism, for all T ∈ B(H), define D(T ) ∈ B(Hn) by

D(T ) := (Tij) =

{
T i = j
0 i 6= j

Show that if X is a ∗-subalgebra of B(H), then we have

D(M)′ = {(Tij) ∈ B(Hn);Tij ∈M ′ ∀1 ≤ i, j ≤ n}.
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http://arxiv.org/abs/1006.4975


BIBLIOGRAPHY 177

[27] R.V. Kadison, J.R. Ringrose, Fundamental theory of operator algebras. vol. I,
Elementary theory, Academic Press, (1983).

[28] R.V. Kadison, J.R. Ringrose, Fundamental theory of operator algebras. vol. II,
Advanced theory, Academic Press, (1986).

[29] B.R. Li, Introduction to operator algebras. World Scientific publishing co. Pte.
Ltd. (1992).

[30] V. M. Manuilov, E. V. Troitsky, Hilbert C∗-modules. Translated by authors.
Translations of mathematical monographs, vol. 226, American mathematics
Society, (2005).

[31] J. R. Munkres, Topology, a first course. Prentice-Hall, Inc. (1975).

[32] G. J. Murphy, C∗-algebras and operator theory. Academic Press, Inc. (1990).

[33] G. K. Pedersen, C∗-algebras and theor automorphism groups. Academic Press,
(1979).

[34] G. K. Pedersen, Analysis now. Graduate Texts in Mathematics; 118, Springer,
(1989).

[35] S. Ponnusamy, H. Silverman, Complex Variables with Applications. Birkhäuser,
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