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Abstract

We investigate the asymptotic fluctuation of three interacting particle systems:
the geometric ¢-TASEP, the geometric ¢-PushTASEP and the ¢-PushASEP. We
prove that the rescaled particle position converges to the GUE Tracy—Widom dis-
tribution in the homogeneous case. If the jump rates of the first finitely many
particles are perturbed in the first two models, we obtain that the limiting fluctu-
ations are governed by the Baik—Ben Arous—Péché distribution and that of the top
eigenvalue of finite GUE matrices.

1 Introduction

The totally asymmetric simple exclusion process (TASEP) introduced in [Spi70] is the
most well studied integrable model which can be mapped into a surface growth model
in the Kardar-Parisi-Zhang (KPZ) universality class. The TASEP is an interacting
particle system on the one-dimensional integer lattice Z where particles with vacant right
neighbour jump to the right by one either according to independent Poisson clocks in
continuous time or independently with a certain probability in discrete time. By using
the underlying determinantal structure, the current fluctuations in TASEP are governed
by the Airy processes [Joh03,Sas05, BEPS0T7].

The PushTASEP is a long-range version of TASEP introduced in [lLig80] where the
exclusion constraint preventing some particle jumps to happen is replaced by the pushing
mechanism which enforces an immediate jump of the particle at the target position further
to the right if the target was occupied. A two-dimensional stochastic particle system
was introduced in [BF14] whose two different one-dimensional (marginally Markovian)
projections are TASEP and PushTASEP.

The ¢-TASEP is a one-parameter family of deformed TASEP models. It was first
introduced in [BC14] as a Markovian subsystem of the g-Whittaker 2d growth model
which is an interacting particle system in two space dimensions on Gelfand-Tsetlin pat-
terns. The parameter of ¢-TASEP is ¢ € [0,1) and particles on Z jump to the right by
one independently at rate 1 — ¢®*" where the gap is the number of consecutive vacant
sites next to the particle on its right. Due to the connection to the g-Whittaker process,
a Fredholm determinant formula was obtained in [BCF14] for the ¢g-Laplace transform
of the particle position in ¢-TASEP with step initial condition. The asymptotic fluctua-
tions of ¢-TASEP with step initial condition were shown to follow the GUE Tracy—Widom
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distribution in the homogeneous case [I'V15] using the formula in [BCEF14] which con-
firms the KPZ universality and scaling theory conjectures [Spol4]. A technical limitation
of ['V15] was removed in [Barl5] and in the presence of finitely many slower particles a
Baik—Ben Arous—Péché transition is proved, that is, the limiting fluctuations are BBP or
the largest eigenvalue distribution of finite GUE matrices.

Two natural discrete time versions of ¢-TASEP were introduced in [BC15], the geo-
metric and Bernoulli discrete time ¢-TASEP and Fredholm determinant expressions were
proved for the g-Laplace transform of the particle positions in both systems. These sys-
tems are expected to have the same scaling and asymptotic behaviour as ¢-TASEP, but
no rigorous asymptotic analysis was performed so far.

The g-Whittaker 2d growth model has another Markovian projection which is the ¢-
PushTASEP introduced and studied in [BP16]. Its generalization with two-sided jumps is
the ¢-PushASEP [CP15] which interpolates between ¢-TASEP and ¢-PushTASEP and it
is the g-deformed version of the PushASEP [BF08]. Contour integral formulas for relevant
observables are proved and a Fredholm determinant formula for the ¢-Laplace transform
of the particle position variable in ¢-PushASEP is conjectured in [C'P15]. The conjectural
formula was proved in [MP17] in the framework of a new two-dimensional discrete time
dynamics along with Fredholm determinantal expressions for the Bernoulli and geometric
g¢-PushTASEP. In the special case of one-sided jumps the ¢-PushTASEP and geometric
¢-PushTASEP formulas of [MP17] are proved to the one given in [BCEFV15].

As an exactly solvable stochastic vertex model TASEP also has a three-parameter
generalization to the g-Hahn TASEP [Pov13, Corld, Vet15]. The analogous extension
of PushTASEP outside the Macdonald hierarchy is the ¢-Hahn PushTASEP and it was
introduced in [CMP19]. The pushing system of the ¢-Hahn PushTASEP was proved to
have a Markov duality similar to the continuous time ¢-PushTASEP [C'P15]. The four-
parameter family of stochastic higher spin vertex models [C'P16] further generalizes the
g-Hahn TASEP. Another related model is the g-Hahn asymmetric exclusion process for
which the discontinuity of the particle density and Tracy—Widom fluctuations of particle
positions involving the position of the first particle are known for a certain choice of
parameters [BC16].

We investigate the rigorous asymptotic analysis of the geometric ¢-TASEP, geometric
¢-PushTASEP and ¢-PushASEP in the present paper. We prove GUE Tracy—Widom
fluctuations for the particle position in the homogeneous case, see the first statements
in Theorems 2.1, 2.2 and 2.3. If the jump rates of the first finitely many particles in
the geometric ¢-TASEP and geometric ¢-PushTASEP are perturbed, we obtain that the
limiting fluctuations are Baik—Ben Arous—Péché and the top eigenvalue distribution of
finite GUE matrices in Theorems 2.2 and 2.3.

Our asymptotic analysis uses the following Fredholm determinant formulas for the ¢-
Laplace transform of particle positions in the three interacting particle systems. The finite
time formula for geometric ¢-TASEP is available in [BC15]. Theorem 3.3 in [BCEFV15]
has two applications in the present paper. As a result of [MP17] this theorem provides
our starting formula for the geometric g-PushTASEP. On the other hand by a different
choice of specializations Theorem 3.3 in [BCEF'V15] gives a continuous time ¢g-PushTASEP
formula which is generalized in [MP17] to the finite time formula for the ¢g-PushASEP
(where two-sided jumps are allowed) which we use.

The asymptotic results in this paper are formally similar to those in [FV 15, Barl),
Vet15,BC16], but their arguments are not directly applicable for the models studied in
this paper. The ¢g-Hahn TASEP specializes to the geometric ¢-TASEP by setting the



parameter v = 0, but this case is not covered by the analysis in [Vet15]. The main
technical challenge in our models is the right choice of the integration contours and the
proof of their steep descent property. In particular compared to the analysis in [Vet15] it
is not enough here to write the derivative of relevant functions along their steep descent
contours in terms of the function h(b, s) given in (6.2) for the geometric ¢g-PushTASEP
and ¢-PushASEP. Instead we work with a description using the function e(b, s) given
in (6.3) which captures the behaviour of the derivatives along the contours around the
points antipodal to the double critical point. Furthermore we prove certain inequalities
between various terms which appear in the derivative along the integration contours
by applying a new stochastic dominance argument which is formulated in Lemma 6.5.
The technical conditions imposed in our theorems mostly come from the restriction that
certain poles of the integrand have to be avoided while deforming the original integration
contours to the steep descent ones.

Based on the correspondence to certain random partitions under the half-space ¢-
Whittaker measure explicit ¢-Laplace transform formulas were obtained in [BBC20] for
the particle position in the new interacting particle systems: the geometric ¢-TASEP with
activation and the geometric ¢-PushTASEP with particle creation. These formulas are not
Fredholm determinants however they resemble some Fredholm determinant expansions.
It turns out that the functions which govern the main contribution in the exponent of the
integrals in these formulas are exactly the same ones as in their full-space counterpart
models which are studied in the present paper. Hence the steep descent properties proved
here about these functions along certain contours heuristically imply the same limiting
fluctuations also for the half-space models. In order to make this argument rigorous,
a dominated convergence argument is needed which involves bounding the cross terms
in a summable way along certain contours. Proving this domination might use ideas
from [Dim?20], but it does not seem to be straightforward.

The Baik—Ben Arous—Péché limits proved in the present paper can possibly have a
primary importance in showing convergence to the KPZ fixed point. The KPZ fixed
point is the expected space-time limit process for a wide family of models in the KPZ
universality class. It was constructed in [MOR21] and it was proved that the rescaled
height function of TASEP converges to the KPZ fixed point. It turned out that in certain
models the question of convergence to the KPZ fixed point can be reduced to proving the
convergence to the BBP distribution [Vir20]. It is not obvious how the result of [Vir20]
can be applied to the models of the present paper, but the convergence to the BBP
distribution in these models is certainly relevant for this reason as well.

Further parts of the paper are organized as follows. We define geometric ¢-TASEP,
geometric ¢-PushTASEP and ¢-PushASEP in Section 2 and we state our main theorems
about the asymptotic fluctuations in these models. We prove the limit theorem for
geometric ¢-TASEP in Section 3, that for geometric ¢-PushTASEP in Section 4 and the
one for ¢-PushASEP in Section 5. The proofs of the steep descent properties of certain
integration contours along with further technical statements are postponed to Section 6.
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2 Models and main results

In order to introduce our models we define the ¢-Pochhammer symbol as

(a;q)n = 1:[(1 —aq'),  (4;q)e = H(l —aq’). (2.1)

Let pm.a(j) denote the g-deformation of the truncated geometric distribution for m =
0,1,2,... and « € (0, 1), namely let

: : (¢ @)m ‘
Pm,a(j) = & (@) for j=0,1,...,m (2.2)
NG Dm—i(3:9);
and let )
Pooa(j) = & (@5 @)oo for j=0,1,2,.... (2.3)
(4;9);

These non-negative weights define probability distributions, i.e. sum to 1 by Lemma 1.3
of [BC15].

2.1 Geometric ¢-TASEP

The discrete time geometric ¢-TASEP was introduced in [BC15] as follows. The particles
are ordered as

oo = x§(t) > xf(t) > af(t) > - > x8(t) > ... (2.4)
for all t = 0,1,2,... and we define the gap between consecutive particles as gap$(t) =
2% () — 2% (t) — 1 with gap$(t) = oo for all time ¢. The initial configuration is the step
initial condition, that is 25(0) = —i for i = 1,2,....

The jump dynamics of the geometric ¢-TASEP is the following. Let ay,as,--- > 0 be
particle rate parameters and let ajg, g, -+ € (0,1) be time dependent jump parameters
so that they satisfy the condition a,o; < 1 for all 7,5 > 1. Then the system of particles
evolves from its state at time ¢ according to the parallel update rule

P (zf(t+1) = 27 (t) + j | gapf (1)) = Paapt(t)asanss () (2.5)

where the steps of updates are independent for all 7 and ¢. Notice that by the definition
of the truncated g-geometric distribution (2.2), the ordering of particles (2.4) is preserved
by the dynamics (2.5).

The parameters in the geometric ¢-TASEP are chosen as follows. We fix a € (0,1)
and we consider the time-homogeneous model, that is, we set the time dependent jump

rates @y = ap = - - = a. For a fixed m, the first m particle rates a1, ..., a,, € (0,a!) are
arbitrary and the remaining ones are all equal to a, that is, a;, 11 = apmio = -+ = a. Let
Amin = min{ay, ..., a,} denote the lowest rate among the first m particles. In order to

avoid further technicalities, we may assume that the first m rates are at most a. If some of
these rates exceed a then the corresponding particles either escape to infinity at a larger
speed than the bulk or they follow a slower particle in front of them. Hence the limiting
rescaled positions of particles at late times which we consider are ultimately influenced



by the bulk rate a and by the lowest rate apmi,. Choosing the a;, and o; parameters to
be equal in the homogeneous case is natural in the point of view of the corresponding
half-space model, the geometric ¢-TASEP with activation of [BBC20] where there is only
one family of parameters.

The large scale behaviour of the geometric ¢-TASEP is described below. We define

(0 —log,a)

kg = rig(0) = W (2.6)

for some 0 € (log, a, o0) where W (2) is the g-digamma function. The g-digamma function
is given by W,(z) = Z1nT(2) where

_ @D i
Pq(Z)—(qz;q)oo(l q) (2.7)

is the g-gamma function. We consider the position of the nth particle after time ¢ = x n.
We keep 0 and hence r, fixed and we let n — oo. The large scale behaviour of this
particle position depends on a,;,, namely the law of large numbers

l‘%(”{gn) — fg it ¢ Z logq Qmin, (2 8)
n gs if 0 € (log, a,log, amin) '

holds as n — oo where

Kg(Vy(0 +log, a) +log(l — q)) — (¥, (0 — log, a) + log(1 — q))

fo = - —1, (2.9)
_ Fg(¥q(108, amin +log, a) +log(1 — g)) — (Vy(log, Gumin —log, a) +1log(l —q))
I8 = log g '
(2.10)

The macroscopic shape of the particle positions is shown in Figure 1.
The right end of the rarefaction fan, that is, the location of the first particles in the
system corresponds to the limit 6 — log, a when x, — co. In this limit,

lim fa _ U, (2log, a) +log(l — q) im % _ U, (108, amin + log, a) + log(1 — q)
0—log,a Kg log q s 6->log,a Fig log q .
(2.11)

The first limit above is the speed of the first particle in the case when all particles have
the same rate parameter a. The second limit in (2.11) is the asymptotic speed of the
first particle with rate a,,;,. These speeds can also be verified by computing the expected
value of one jump of the first particle (2.3) and with the g-binomial theorem

— (e (h20)x
kzz e (2.12)

- NG

We do not prove the law of large numbers (2.8) directly since they follow from the
main results below. We consider the rescaled particle positions
- 28 (kgn) — fon e = 28 (Kgn) — ggn
n 1/3 ) no 1/2
X *(log q)~1n1/3 og'* (log q)~'n'/?

(2.13)
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Figure 1: The macroscopic shape of the particle positions in the three particle systems.
The vertical coordinate corresponds to particle label and the horizontal coordinate to the
macroscopic position compared to the initial location. The macroscopic position of the
first particles is the intersection of the curves with the horizontal axis. Top left: geometric
¢-TASEP, the parametric curve ((fy + 1)/kg, 1/kg) for ¢ = 0.2,a = 0.5 in blue (first
particles at (V,(2log,a) + log(1 — ¢))/loggq ~ 0.399) and the curve ((gy + 1)/kg, 1/kg)
for ¢ = 0.2, = 0.5, amn = 0.25 in orange (first particles at (¥,(log, a + log, amin) +
log(1 — ¢))/logq ~ 0.175). Top right: geometric ¢-PushTASEP, the parametric curve
((=fp+1)/kp, 1/kp) for ¢ = 0.1,a = 0.2 in blue (first particles at —(¥,(2log, a)+log(1 —
q))/logq ~ —0.046) and the curve ((gp, + 1)/kp, 1/kp) for ¢ = 0.1,a = 0.2, Gyax = 0.5 in
orange (first particles at — (¥, (log, a +10g, max) +10g(1 —q))/logq ~ —0.122). Bottom:
¢-PushASEP, the parametric curve ((fa + 1)/kKa, 1/Ka) for ¢ = 0.2, R =1, L = 0.5 (first
particles at R — L = 0.5).

where )
Xe = 5 (/@g\Il;'(G +log, a) — \IIZ(G — log, a)) ,

Og = /ig\I’;(Iqu Qmin + 1qu a) - \Il/q <1qu Qin — logq CL)

(2.14)

are positive coefficients by Lemma 6.4.

In accordance with the limit in the law of large numbers (2.8), there are three natural
regimes depending on the relation of § compared to logq amin Which we address in the
three parts of Theorem 2.1. If 6§ > log, auin, then the rescaled position &% converges to
the Tracy—Widom distribution. In the critical case § = logq amin+(9(n*1/ 3), the Baik—Ben
Arous-Péché distribution is the limit of £&. If 6 € (log, a,log, amin), then 1% converges
to the top eigenvalue distribution of a finite GUE random matrix. Note also that the
scaling of ¢8 is n'/? whereas that of 12 is n'/2.



Theorem 2.1. Let g € (0,1) be fized and choose

a € [q, 1— L] . 2.15
(1—q)? (2.15)
Let 6 be such that )
q
0 < 8 — lqua, < logq (]_—~|»q) . (216)

Then the following limits hold for the rescaled particle positions in the geometric q-

TASEP.

1. If 0 > logq Gmin, then
P(&h <) = Foun(w) (2.17)

asn — oo for allx € R where Foug is the GUE Tracy-Widom distribution function,
see [T 9]].

2. If the particle jump parameters of the first m particles depend on n as
a; = P e (2.18)

fori=1,...,m, then
P(&r <x) — Feppp(T) (2.19)

asn — oo for all x € R where Fgppp is the Baik-Ben Arous—Péché distribution
function with parameter b = (by, ..., by,), see [BBP00].

3. Let q,a € (0,1) be chosen so that (2.15) holds. Suppose that am, is such that the
condition (2.16) with 0 replaced by log, amin, that is,

2 Amin
B

1 2.2
1+4¢q a = (2:20)

is satisfied. Let k denote the multiplicity of ami, in the set {ay,aq,...}. Then there
is an € > 0 so that for any 6 € (1og, amin — €,108, Amin)

P(n: < x) — Gi(x) (2.21)

as n — oo for all x € R where Gy, is the distribution of the largest eigenvalue of a
k x k GUE random matriz.

The Baik-Ben Arous-Péché distribution was first introduced in [BBP06] and its dis-
tribution function is given by the Fredholm determinant expression Fppp p(x) = det(1 —
KBBPb) 12((z,00)) With the kernel

2mi/3 7i/3 3/9__ m
1 e 00 e 00 23 /3—zv 1 o bz
Kgppb(u,v) = (7/ dw/ da— " H - (2.22)

; 3/3_
27TZ)2 —2mi/3 50 —ni/35g €Y [3—wu H LW b;

where the contour for w crosses the real line to the right of all the b;s and the contours for
w and for z do not intersect. The distribution G has a Fredholm determinant expression
as Gk<l’) = det(]l — Hk)LQ((:v,oo)) with the kernel

1 e57ri/6oo e7ri/300 ez2/272”l} 1 z k
Hy(u,v) = W/ dw/ dz (_> (2.23)

2 /9_
—57i/600 —7i/3 00 ew?/2—wu 5 _ 4y \q

where the integration contours cross the real axis to the right of 0 and they do not
intersect each other, see e.g. [BHO7, BK05].



Remarks. 1. The conditions (2.15) and (2.16) are technical. The upper bound in
(2.16) is the analogue of (2.16) in [Vet15] and it comes from the fact that the poles
of the sine function in the denominator of the kernel K8 in (3.2) have to be avoided
by the integration contour for which the steep descent property is verified.

2. By the presence of the g-Pochhammer symbols (w/a;; q)s in the denominator of
the kernel K& in (3.2), there are poles at w = a;¢~* for k = 1,2,... which have
to remain outside of the integration contour. Since a; € [amin,a] C [¢?,a] for
i =1,...,m, these poles are outside of Cy if 2a — ¢’ < ¢! which is equivalent to
(2.16).

3. The origin of (2.15) is less intuitive, but it is needed for our method to work in the
proof of Proposition 3.3 for the steep descent property of the integration contours.
The interval for a in (2.15) is non-empty only if 0 < g < ¢* ~ 0.318 where ¢* is the
unique solution of the equation ¢ = 1 —¢q/(1—q)? within (0, 1). With these possible
values of ¢, the upper bound in (2.16) is between log,.(2¢*/(1+¢")) ~ 0.636 and 1.

4. The b; = 0 for ¢ = 1,...,m case in the second part of Theorem 2.1 corresponds
to choosing exactly 6 = logq Amin. The b; — —oo limit means that we set the ith
particle quicker than what could influence the limiting behaviour, hence we get the
Tracy-Widom fluctuations as in the first part of Theorem 2.1. The convergence
of the BBP distribution to the GUE Tracy—Widom distribution can also be seen
directly from their kernels. The extra factors (z — b;)/(w — b;) — 1 for all w and
z pointwise as b; — —oo. By writing (z — b;)/(w — b)) = (1 — z/b;)/(1 — w/b;)
one can upper bound the integrand of the kernel in a way that the Gaussian decay
in the variables w and z along their respective contours and the Airy type decay
Ce=2/3w*2+v%%) in 4 and v are enough to argue by dominated convergence. This
verifies the interchange of the limits n — oo and b; — —oc.

5. Similarly to the case of ¢-TASEP [V 15] and to that of the g-Hahn TASEP [Vet15],
one can vary the time parameter in the definition of the rescaled particle position &2
on the scale n*?, that is, one can consider the particle position at time rzn + cn??
for a new parameter ¢ € R. The Tracy—Widom limit remains unchanged as stated
in Theorem 2.1 after modifying the macroscopic position fsn of the nth particle on
the n?? scale. The effect on the Baik-Ben Arous-Péché limit is that the coordinates
b; of the parameter vector of the distribution on the right-hand side of (2.19) are
replaced by b; — c¢ with some explicit ¢ > 0. One expects by universality that
in the homogeneous case the particles are non-trivially correlated on the scale n?/3
with a limit being the Airy, process in the variable c.

2.2 Geometric ¢-PushTASEP

The discrete time geometric g-PushTASEP first appears in [MP17]. It is related to the
¢-PushTASEP [BP16] and the ¢-PushASEP [C'P15] which were already introduced earlier
as continuous time particle systems that can be obtained as the limit of the discrete time
geometric ¢-PushTASEP when the jump rates are let to 0 and time is accelerated.
For any time t = 0,1,2, ..., the particles in the geometric ¢-PushTASEP are located
at
0=uaf(t) >y (t) >ab(t) > >ab(t) > ... (2.24)



and their configuration evolves in discrete time steps. We define gap(t) = z} ,(t) —
2P (t) — 1 for i = 1,2,... and we assume that at time ¢ = 0, the system starts from the
step initial condition z;(0) = —i for all i =1,2,....

The dynamics of the geometric ¢-PushTASEP runs as follows. Let ay,as,--- > 0 be
particle specific rate parameters and let aq, s, ... be time dependent jump parameters
such that a;a; < 1 for all ¢, 7 > 1. Then positions of particles 2P (¢) from time ¢ to ¢ + 1
are sequentially updated for n = 1,2,... as follows. The particle zP(¢) jumps to the left
to the new location

aP(t+1) =axP(t) — Vu(t) — W,L(t) (2.25)

where P(V,,(t) = k) = Poo.ana: (k) defined in (2.3) and

(@5 q Venaw)
e a0 Den -k

P(W,(t) = k) = (¢=""O)*(g#*" ;g7 (2.26)

with ¢, 1(t) = 2 _(t)—2P | (t+1) being the absolute size of the jump of particle n—1 in
the same step from time ¢ to time t+1. Note that the distribution of W,,(¢) is concentrated
on the integers that are at least ¢,_1(t), hence the order of particles is preserved by the
dynamics. We remark that the probability on the right-hand side of (2.26) can formally
be written as p, | gswio (k) defined in (2.2) with ¢ replaced by gt

The relevant choice of the parameters for the geometric ¢-PushTASEP is the follow-

ing. We consider the time-homogeneous model, that is, we let ay = ay = --- = a for some
fixed a € (0,1). We let the first m particle rates ay,...,a, € (0,a™!) to be arbitrary
and a1 = Apao = -+ = a. In the homogeneous case the rescaled particle positions

have Tracy—Widom fluctuations, but the Baik—Ben Arous—Péché distribution and the top
eigenvalue distribution of finite GUE matrices appear if the first few particles have larger
jump rate parameters which push further particles stronger to the right. Therefore we
assume that the first m rates are at least a and we denote by aya., = max{ay,...,a;,}
the highest rate. This choice of parameters can also be followed for the geometric ¢-
PushTASEP with particle creation in [BBC20] which is the half-space analogue of geo-
metric ¢-PushTASEP.

We define )
B \I!q(logq a—0)

= )= ————— 2.27
K/p "ip( ) \I/g(logqa/‘I“ 0) ( )
for all & € (—log, a,log, a). Then the law of large numbers
2P (kpn) R —fp %f 0 € (—log, a,log, amax] (2.28)
n —gp if 0 € (log, amax,log, a)
holds as n — oo where
Ky (W, (log, a+ 60) + log(1 — + ¥, (log,a — ) + log(1 —
/= p(Yqllog,a+6) +log(1 —q)) + Wy(log,a—6) +log(1—q) (2.20)
log q
tip(Wq(log, a +10g, amax) +1og(1 — q)) + ¥4 (log, a — log, max) + 1og(1 — ¢)
9o = | + 1.
0gq
(2.30)
See Figure 1 for the curve of the macroscopic particle positions in g-PushTASEP.
Next we consider the rescaled particle positions
e 2P (kpn) + fon - 2P (kpn) + gpn (2.31)

o' *(log )~ 1n1/3’ o3/* (log q)~nl/?



where .
Xp = —= (/ﬁp\l’g(logq a+0)+ \I’;’(logq a— 9)) ,

2 (2.32)
op = kp W, (log, a +10g, tmax) — Py (log, a — 1og, amax)
are positive coefficients by Lemma 6.4.
Theorem 2.2. Let q,a € (0,1) be fived. Let 6 € (—log, a,log,a) be such that
2a
0>1 2.
> log, <1+q) (2.33)
and 2 2 0 2 02
2¢ (a2(1 — q) + (¢ — % —
q(a’(1—q)*+(¢" — a)*) (2a —¢°) </ (2.34)
(2a — ¢’ —ag)*
hold.
1. If 0 <log, amax, then for all x € R

n—o0

2. If the particle jump parameters depend of the first m particles depend on n as

a; = q9+biX];1/3n71/3 (236)
fori=1,...,m, then for allz € R

lim P(fg < .T}) = FBBP,b(x)- (237)

n— o0

3. Let q,a,amax € (0,1) be chosen so that the condition (2.33) with 6 replaced by
log, amax, that is,
Omax 2
a 14+¢
is satisfied. Let k denote the multiplicity of amax in the set {aq,as,...}. Then there
is an € > 0 so that for any 0 € (10g, Amax,10g, Amax + €) and for all z € R

(2.38)

lim P(n? < z) = Gi(x). (2.39)

n— o0

Remark. The condition (2.33) is essential for the steep descent contour to avoid the poles
coming from the sine function in the denominator of the integrand. We believe however
that the second condition (2.34) is technical which can be checked numerically for any
given choice of parameters. Furthermore for any ¢,a € (0, 1) fixed there is a 0* < log, a
such that (2.34) holds for all & € (0*,log, a). This is because for fixed ¢,a € (0,1) the
left-hand side of (2.34) converges to 2¢/(1 — q)* as § — log, a whereas f, — oo as a
function of 6.
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2.3 ¢-PushASEP

The ¢-PushASEP is a continuous time particle system which was introduced in [CP15]
as the g-deformation of the PushASEP of [BF08]. We define the homogeneous model
where the particle dependent jump rates are all chosen to be equal to one. For any time
t => 0, the particle positions are ordered

oo = zf(t) > xf(t) > a5(t) > --- > al(t) > ... (2.40)

and they evolve in continuous time. We define gap?(¢) = 2 ,(t)—a2(t)—1fori =1,2,...
and we assume that at time ¢ = 0, the system starts from the step initial condition
2;(0)=—iforalli=1,2,....

The dynamics of the ¢-PushASEP consists of jumps in two directions. There are two
fixed non-negative parameters R, L which are not simultaneously zero. Each particle at
x2(t) for i = 1,2,... jumps to the right by one at rate R(1 — ¢&*'®) independently
of other particles. This rate vanishes when gap?(¢) = 0 preventing jumps to positions
already occupied.

Particles at 22(¢) for i = 1,2,... jump to the left by one at rate L independently of
other particles. If any particle xj‘(t) jumps to the left, then it instantaneously pushes its
left neighbour x%,,(t) to the left by one with probability @& If particle wh(t) is
pushed then it can also push particle % ,(¢) to the left by one with probability ¢&P5+2(?)
and so on. If gap} +1(t) = 0, then the push to the left happens with probability one, that
is particles moving to the left always push their immediate left neighbours further.

To describe the long time behaviour of ¢-PushASEP, we define

v (6)

Ka = Ka(0) = 2.41
®) (logq)?(Rq” + Lq™?) (241)
for all 8 > 0. Then the law of large numbers
@y (Kan) S (2.42)
n
holds as n — oo where
W, (0) + log(1 —
fa:_ (I< )+ 0g( q) +/€a<Rq€_Lq79)_1. (243)

log q
The curve of the macroscopic particle positions is shown in Figure 1. Next we consider
the rescaled particle positions

g = TnlFan) = fan (2.44)

" xaP(log g)-1nt/3

where )
Xa = 5 (rallog q)*(Rg” — Lg™") — W{(0)) (2.45)
is a positive coefficient by Lemma 6.4.

Theorem 2.3. Let g € (0,1) be fized and let R, L > 0 so that they are not simultaneously
zero. Then there is a 0* > 0 such that for all 6 € (0,60%) we have for all x € R that

lim P<§Z < SL’) = FGUE<$L’). (246)

n—o0
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Remark. We expect that the inhomogeneous ¢-PushASEP admits a ¢-Laplace trans-
form formula similar to the one in Theorem 5.1 with the factor (w;q)Z replaced by
[T~ (w/a;; q)so in the function h(w). Based on such a formula, the BBP transition can
be similarly deduced as for the other two models in this paper without extra further work
in the BBP case since the same steep descent contours can be used. To the best of our
knowledge the inhomogeneous g¢-Laplace transform formula does not appear explicitly
in the literature because the conjecture was stated in [CP15] and proved in [MP17] in
the homogeneous case for simplicity. However it is natural to expect the inhomogeneous
formula to hold as it appeared in [BC14] and [BCS14] in the L = 0 case corresponding
to ¢-TASEP and in Theorem 3.3 of [BCEFV15] with different contours in the R = 0 case.

3 Asymptotics for the geometric ¢-TASEP

This section is devoted to the proof of Theorem 2.1 for the geometric ¢-TASEP. The
g-Laplace transform formula below for the geometric ¢-TASEP follows from Theorem 2.4
and Remark 2.5 in [BC15].

Theorem 3.1 ([BC15)). Forall z € C\ Ry,
1
. ((qui(“*”; 7)o
where the kernel K& in the Fredholm determinant above is given by
1 h(q® 1
Kf(w,w,) — _/ : ™ —Z)S (q w)
21 J1 /244w SIn(—s) h(w) ¢sw —w'’

) = det(ﬂ,—'l(f)L2«1q.“a ) <3.1)

ds (3.2)

with .
. . )
Hj:1(0‘jw§ )0
The integration contour Cq, ., i (3.1) is a positively oriented curve which contains
ai,...,a, and no other poles of the kernel.

The integration contours in Theorem 3.1 are to be deformed in a way that Laplace’s
method of steepest descent can be applied. We define the contours to be used as

Co = {W(s) =log,(a— (a — ¢’e*),s € (—m, 7|}, D= {Z(t) = ﬁ+i102q,t € R}

(3.4)
for any 3 € R. The contour Cy is the image of the circle around @ that passes through ¢’
under the map log,. The contour Dy is a vertical line with real part 3.

3.1 GUE Tracy—Widom limit
We prove the first part of Theorem 2.1 for the geometric ¢-TASEP in this subsection.
Lemma 3.2. Let

1/3
Xg 1/3

Z% = ——qg(jé+JJn4'bgqxn (3.5)
Then for the left-hand side of (3.1) on the time scale t = kgn
1
. L o
i ® (g ) = P <o) (36)
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Proof. By the definition of {2 in (2.13) and using (3.5), we can write

1 1
E =E : 3.7
((za%qf%(“g”)* " q)oo) <(_qx3¥ *(log )~ (€ —x)n' /3, q)oo> (37)
Since xg > 0 (see Lemma 6.4), the ¢-Laplace transform above has the same limit as the
right-hand side of (3.6) using the argument in Section 5 of [['V15]. O

We have to show that under the conditions of Theorem 2.1 and with the scaling (3.5),

lim det(1 — K%)r2(c,,

n—o00 2z

AAAAA o) = Four(z). (3.8)
Lemma 3.2 and (3.8) imply the Tracy—Widom limit for the geometric ¢-TASEP in The-
orem 2.1. The limit (3.8) follows from Propositions 3.4 and 3.5 as it is explained here.

First we apply our choice of parameters a; = as = -+ = a and a1 = Gy =
-« = a. Then we perform the change of variables w = ¢, w' = ¢"',s = Z — W in the
Fredholm determinant on the right-hand side of (3.1). The Fredholm determinant on the
right-hand side of (3.1) for the choice (3.5) is equal to the Fredholm determinant of the
rescaled kernel

" log gK%(¢" , ¢"")
q" log dz m eI +nlBIEW) g (177) -
- 2mi /9+iR qZ — gV sin(n(Z — W) enfs(2)4n'2f5(2) ®8(Z) (3:9)
where
JEW) = kglog(ag"'; @) —10g(q" Ja; q)s + (fz + 1) log g W, (3.10)
fEW) = xaW (3.11)
and W

The integration contour for the kernel in (3.9) for W has to encircle log, a and log, a; for
all i = 1,...,m but no other singularities of the kernel. We will choose the contour for
W to be Cy and the contour for Z to be Dy defined in (3.4). This can be achieved by
continuous deformation without crossing any poles of the integrand which is checked in
Step 1 in the proof of Proposition 3.4.

Taylor expansion around € yields that

FEW) = f(6) = ZE(W = 0)° + O((W —6)"). (3.13)

The following steep descent properties for the contours Cy and Dy are the key for the
asymptotics of the geometric ¢-TASEP.

Proposition 3.3. Assume that the conditions of Theorem 2.1 hold.

1. The contour Cy is of steep descent for the function Re(f§) in the sense that the
function attains its maximum at 6 which corresponds to s = 0, it increases for
s € (—m,0) and it decreases for s € (0, ).
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2. The function — Re(f§) is periodic along Dy with period 2m|log q|. The period sym-
metric about the real axis which corresponds to t € [—m|logql, 7| logql|] is of steep
descent for the function — Re(f§) in the following sense. The function attains its
mazximum at 0 which corresponds to t = 0, it increases for t € (—n|logql,0) and it
decreases fort € (0,7|logql).

Proposition 3.3 is proved in Subsection 6.1. The rest of the argument can be done
very similarly to Propositions 5.1-5.4 of [Vet15].
We introduce the V-shaped contour

Vﬁip = {6 + eiwsgn(t)|t|,t € [—5, 5]} (314)

where € R is the tip of the V, ¢ € (0,7) is its half-angle and § € R,. Let

KE (W, W) = (3.15)

q"Vloggq dz T e IEW)+nlBIEW) @e( 7)
2m /Va q

507 — " sin(n(Z = W)) enfsDtni ) QW)

where W, W' € Vi) .
Proposition 3.4. Fiz x € R. For any fired ¢ > 0 small enough, there are § > 0,
¢ € (7/6,7/2) and ng such that for all n > ng

det(1 — fo)ﬂ(cal AAAAA an) T det(1 — K;%,(S)L?(Vg

o)

< e. (3.16)

Proof of Proposition 3.4. We proceed in three steps as in the proof of Proposition 5.1
in [Vet15].

Step 1: Contour deformation. We apply the Cauchy theorem to change the integration
contours for (3.9) to W € Cy and Z € Dy. What we have to check is that, under
the conditions of Theorem 2.1, no singularity of the integrand is crossed during the
deformation. The poles coming from the sine in the denominator are avoided if (2.16)
holds, because Re(W) € [log,(2a — ¢°),0] and Re(Z) = 6 along W € Cy and Z € D,
hence sin(7(Z —W)) does not have a 0 if § —1 < log,(2a — ¢?) which is the upper bound
in (2.16).

On the other hand there are poles coming from the ¢g-Pochhammer symbols in the
denominator at Z = 0,—1,—2,... which are certainly avoided. Further poles are at
W = log, a;,log,a; — 1,log,a; — 2,... for i = 1,2,.... The first ones at log, a; are
encircled by Cy since it was assumed that log, a; all lie in the interval [log, a,log, Gmin).
The remaining poles at log, a;—1,1og, a;—2, ... are avoided since log, a;—1 < log,(2a—¢")
which holds by (2.16) and by log, a; < 0.

Step 2: Localization to short contours. Once the integration contours are changed
to W € Cy and Z € Dy, the integrand is bounded uniformly as we are away from the
critical point 6. The factor ®&8(WW)/P¢(Z) coming from the different jump parameters for
the first m particles is also bounded and it converges to 1 as long as the minimal jump
parameter an, > ¢’ is away from the critical point. Due to the factor 7/ sin(w(Z — W)),
the kernel K% has a logarithmic divergence in the neighbourhood of s = 0 using the
parametrization of Cy, but this is also integrable. By Proposition 3.3 the contours Cy
and Dy are of steep descent. Hence the contour W € Cy can be localized to W € Ve‘fﬂ_sa
for some ¢ € (7/6,7/2) and 6 > 0 and the integration over Z € Dy can be changed to
Z € Veir/Q by making an error of order O(exp(—cd>n)) in the same way as in the proof
of Proposition 5.1 in [Vet15].
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Step 3: Deformation of short contours. The contour Z € VH‘TW/Q can be changed to

Z eV, for some ¢ € (7/6,7/2) with and error of order O(exp(—cd®n)) if d is small
enough. This is because the main contribution for the Z integral is coming from the factor
e 5(%) and the local behaviour of /& around 6 is governed by the Taylor expansion (3.13).
See the proof of Proposition 5.1 in [Vet15] for further details. O

Proposition 3.5. For any x € R, § > 0 and ¢ € (7/6,7/2) we have that
det(IL — Kﬂ%ﬁ)LQ(Ve&,ﬁfw) — FGUE(Jf) (317)
as n — 0o.

Proof of Proposition 3.5. The convergence (3.17) follows as in the proofs of Proposi-
tions 5.2-5.4 in [Vet15]. In particular, after the change of variables W = 0 4+ wn™/3,
W' = 04+w'n=3 Z = 0+2zn""/? and by using the Taylor approximation (3.13), the Fred-
holm determinant det(1 — K% ;) differs by an error of order O(n~'3) from det(1 — AB)
where

1/3

Alw, A) = e w305 00w ey gy = / B pests-odens(3.18)

2m Z—w

The factor ®8(W)/®&(Z) — 1 and it does not appear in the limit because Gy, is away
from ¢°. Using the identity det(1 — AB) = det(1 — BA) and by rescaling by Xé/ % vields
(3.17). O

3.2 Baik—Ben Arous—Péché limit

We prove the second part of Theorem 2.1 about the Baik—Ben Arous—Péché limit for
the rescaled position £ in the geometric ¢-TASEP. We proceed in almost the same way
as in the proof of the Tracy-Widom limit, the only difference is the behaviour of the
D& (WW)/®8(Z) factor in the kernel K 5 in Proposition 3.5. Hence the contour deformation
and localization steps in Proposition 3.4 can be done identically.

After the change of variables W = 0 +wn™/3, W' = 04+w'n""3, Z = 0+ zn~"/3 which
corresponds to the first step in the proof of Proposition 3.5, we have [wn=/% — 4| < §
and |[zn1/3 — 0| < § for some small § > 0. With the scaling of parameters (2.18) in the
relevant factor of ®&(W) in (3.12) and with the change of variables above, we can write

(0" ai; g)oe = (1= g2 ) T (1= gttt (3.19)

k=1

The infinite product on the right-hand side above is bounded on the integration contour
cut off by the bound |wn="? — 6| < § and it converges to the constant (¢;q)e for any
fixed w along the localized contour as n — oc. The first factor on the right-hand side of
(3.19) is asymptotically equal to — log q(w — bixg ' *)n=/3 as n — co. Multiplying (3.19)
for all < and for W and Z results in

5(W) logg(= — bixg ) (¢ @) _ 17 2= bixs "
~ H H c T TiXe

¢(Z) —log q(w — bixg " In13(q; )ee iy w —bixa

(3.20)

where the ratio ®&(1W)/®%(Z) remains bounded on their contours |wn~/? — | < § and
|zn~Y3 — 0| < 6. The right-hand side of (3.20) after the rescaling of the variables w
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and z by Xé/ 3 simplifies exactly to the extra factor in the kernel Kpgpy of the Baik—
Ben Arous-Péché distribution in (2.22) compared to the Airy kernel. Since there is an
e’ +2*) decay in the w and z variables along their respective integration contours, it
remains integrable also with the extra factor in (3.20). Therefore, the rest of the proof of
Proposition 3.5 applies for this case and it yields the convergence (2.19) for the geometric
qg-TASEP.

3.3 Finite GUE limit

The main step in the proof of the finite GUE limit in the third part of Theorem 2.1 is the
analogue of Proposition 3.3 about the steep decent property of the integration contours.
We first set

1/2

7 = g st niigen'/? (3.21)
and we define

gE(W) = kglog(aq"'; q)se —log(q" /a; q)se + (gg + 1) log g W, (3.22)
gEW) = o) *aW. (3.23)

Then the rescaled kernel can be written as

¢" log qi%(¢", ¢"")

q" log dz s engs (W) +n' 265 (W) e (117) 3.24
~ o / e = @ Sm(a(Z =) e D w(z) 02

The function g¢§ has a critical point at log, amin and its Taylor expansion around the
critical point is

g £
g%(W) = g(%(logq min) — ?g(W - logq amin)Q - gg(W - logq amin)3 +O(W — logq amin)4)
(3.25)
where )
& = = (kg V0 (log, min + log, a) — VI (log, ami — log, a)) . (3.26)

2
For 6 > 0 small enough, we define a new integration contour
log, amin,0 s
Cy™ - Vlggq ami.,,197r/24U{W(3) = log,(a — (a — ¢")e”),s € (—=m+ 0", m = &'} (3.27)
for the variables W, W’ where ¢’ > 0 is chosen in a way that the endpoints of the two
parts of the contour above coincide. We do not give the explicit connection between o
and o', but we remark that they have the property that 6’ — 0 as § — 0. The circular

part of the contour C;qu minoincides with Cp. The angle 197/24 is chosen to be in

(3w /4,57 /6). The contour C;Og“ “win® 35 shown in Figure 2.
Proposition 3.6. Assume that the conditions of Theorem 2.1 hold.

1. For given q, a, ayin satisfying the assumptions of Theorem 2.1 there is an € > 0 with
the following property. For all 0 € (log, Gmin — €,10g, @min) the contour C(l,ogq (min0
is of steep descent for the function Re(g5) in the sense that the function attains its

mazimum at log, amin and it decreases away from this point.
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logq Gmin,0 C logq Amax,0

Iqu (min logq (max

C;qu “mind ysed for proving the finite GUE limit
51

of the rescaled particle position in geometric g-TASEP. Right: the contour C,
the finite GUE limit in geometric ¢-PushTASEP.

Figure 2: Left: the integration contour
qu amaxv(s fOr

2. The function —Re(gy) is periodic along Dieg, a,,, with period length 27|logq|. The
period symmetric about the real axis of the contour Dieg, a,,, which corresponds to
t € (—n|logql, 7| logql|] is of steep descent for the function — Re(g5) in the following
sense. The function altains its mazimum at 10g, Gmin which corresponds to t = 0,
it increases for t € (—n|logql|,0) and it decreases for t € (0,7|logq|).

Proposition 3.6 is proved in Subsection 6.1. Now we are ready to prove the third part
of Theorem 2.1 for the geometric ¢-TASEP. Similarly to Lemma 3.2, the left-hand side
of (3.1) has the same limit as

1
Jim B <(g§qx%(ngn>+n; q)w) = fim PO < ). (3.28)
The convergence of the right-hand side of (3.1) proceeds via the same steps as in the
proof of the Tracy—Widom limit. Furthermore, a similar convergence result for ¢-TASEP
with finite GUE limit is proved in Subsection 2.3 of [Barl5]. Hence we only indicate the
main steps in the present proof.

We deform the integration paths in (3.1) to the steep descent contours W € C;qu i 0
and Z € Diog, a,;, In the same way as in Step 1 in the proof of Proposition 3.4. The as-
sumptions of Theorem 2.1 ensure that no poles are crossed during the deformation. More
precisely, there is a pole at W = log, ayin which has to be encircled by the W contour,
hence the W contour should locally be modified on the scale n~/2 in the neighbourhood
of logq amin SO that it avoids this pole and it crosses the real axis to the right of the pole.

The poles at W = log, a;—1,log, a;—2, ... all remain outside of C;Og“ % if the condition

log,(2a — ¢”) > 10g, Gmin — 1 (3.29)

holds since log, a; € [log, a,log, amyi,]. The left-hand side of (3.29) is the point where the

1 minv(S . .
contour Cgogqa crosses the real axis which can be lower bounded by logq(2a — Gmin)-

Hence we do not cross any pole if log, (2a — @min) > 10g, @min — 1 which is condition (2.20).
The Z contour cannot cross the W contour, furthermore the condition Re(Z —-W) > 0
should hold along the chosen contours in order to use the formula

1 PR—
Z-W  Ja,

de MZ=W) (3.30)

later in this proof. The final choice for the Z contour can be Dlogq apin tn—1/2- This contour
does not necessarily have the steep descent property for — Re(g§) but it is still true that
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along the contour the function — Re(g§) is maximal at the intersection with the real line
for n large enough which can be seen as follows. Locally around logq Gmin, the contour
Dlogq aptn—1/2 15 of steep descent by the Taylor expansion (3.25). By the continuity of the
function g5 away from its poles, the values of — Re(g§) along the rest of Dy,
are smaller than in a neighbourhood of log, auyi, for n large enough.

Next we can localize the integrals to the neighbourhood of log, am, similarly to Step
2 in the proof of Proposition 3.4. Step 3 in the proof of Proposition 3.4 is not necessary
here, we can work with the vertical short contour Z € Vlogq amintn—1/2,x/2-  The overall

Gmin +n71/2

error caused by the localization is of order O(exp(—cd?n)). This proves an analogue of
Proposition 3.4.

What remains to show is that the Fredholm determinant on the short contours con-
verges to G (x) on the right-hand side of (2.21). This is done in the following steps.
First, we apply the change of variables W = log, amin +wn™"2, W' = log, tmin +w'n="/2,
Z = log, min + zn~Y2 and use Taylor approximation of g5 and ¢} around log,, amin-
Similarly to the BBP regime, the ®¢(W)/®8(Z) factor remains bounded when the dis-
tance of Z from the pole at log, ayi, is at most a constant. By a calculation similar to
(3.19)—(3.20), the behaviour around log, amiy is

- G

where k is the multiplicity of @, within {aj,as,...}. Hence by using the integral
representation (3.30) in the rescaled variables for the factor coming from the sine function
in the denominator, we obtain that the Fredholm determinant on the short contours differs

by at most O(n~'/2) from det(1 — AB) where

A(w, A) = e“’gw2/2+(ffé/2$+k)wi B\ w) = L/ dz 0022 /2—(0g TNz k.
’ wh’ ’ 2t ) z—w
(3.32)

Here A € R, and the previous short contours are blown up by n'/* to get the contours
for w and z, that is the contour for w is the local modification of 1/0‘5’1‘;;2/2 4 that for z is the

1/2

modification of Vf;‘}/; After the change of variables, the w and z contours remain at least
a constant distance apart from each other and from the pole at 0 and they cross the real
axis to the right of 0. Finally the angle of the contours can be adjusted to coincide with the
choice in (2.23). After rescaling by cré/Z, we get that det(1 — BA) = det(1 — Hy) 12((z,00))
proving (2.21) for the geometric ¢-TASEP.

4 Asymptotics for the geometric ¢-PushTASEP

The following g-Laplace transform formula holds for the particle positions in the geometric
¢-PushTASEP with particle specific rates a;, and time dependent parameters a;.

Theorem 4.1. For any z € C\ Ry,

1
E <<qu2(t)+n; q)oo> = det (IL + KS)LQ(Cafl """ a,;l) (41)
where ) " 1
R =om [ It 2)
21 J1 jo4iw SIn(—7s) h(w) ¢w —w
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with

i1 (AW; @)oo
h(w) = H;:l( _q) . (4.3)
Hj:l(aj/wv Q)oo
The integration contour Cafl,___ﬂ;l in (4.1) is positively oriented and it contains the poles

at a;*,...,a;" and no other singularities of the kernel.

Proof. The equality in distribution
zh(t) = A" (1) - n (4.4)

holds for all n > 1 and ¢ > 0 where Aﬁ”) (t) is a marginal of the g-Whittaker 2d-growth
model under the g-Whittaker measure with a pure alpha specialization. By subsection
7.4 in [MP17], Theorem 3.3 in [BCEFV15] provides an infinite contour Fredholm deter-
minant formula for the g-Laplace transform of the particle positions in the geometric
¢-PushTASEP. Theorem 4.1 states the corresponding finite contour formula which is
proved implicitly in [BCEFV15] as follows. Theorem 3.3 in [BCEFV15] is deduced from
the g-moment formulas of A" given in Proposition 3.6 of [BCEV15]. It follows from the
proof of the proposition that the integration contours in these moment formulas can be
replaced by small circles around the poles at a; ', hence the final Fredholm expression
in Theorem 3.3 in [BCEFV15] can also be written using finite contours. We omit further
details. We mention that in the homogeneous case the finite contour formula for the geo-
metric g-PushTASEP can be found explicitly in the literature. It is the v = 0 special case
of the one in Conjecture 3.11 in [CNP19] about the more general g-Hahn PushTASEP,
see the discussion before the statement of the conjecture. The parameter p in [CMP19]
corresponds to aa and (4.1) can be obtained by replacing the variable w by w/a. O

The proof of Theorem 2.2 is now formally very similar to that of Theorem 2.1, hence
we only indicate the differences below. First, the analogue of Lemma 3.2 can be proven
in the same way.

Lemma 4.2. Let

X11>/3 1/3
Z;) — _q(fpil)ni logqmn (45)
Then for the left-hand side of (4.1) on the time scale t = kyn
1
. o b
i B (g ) = P <o) (46)
After substituting oy = @y = --- = a and a1 = Ao = -+ = a, we perform the

change of variables w = ¢, w' = ¢, s = W — Z in the Fredholm determinant on the
right-hand side of (4.1). This Fredholm determinant for the choice (4.5) is equal to the
Fredholm determinant of the rescaled kernel

— g WloggKh (¢, ¢

¢ Wlogg / dz R eBWeEW o)
B 2mi  Jorw @77 — ¢ W sin(r(W — 2)) enf6(D+n'25(2) or(Z)
where
fEW) = kylog(ag"'; ¢)oe — log(ag™"; q)os + (f» — 1) logg W, (4.8)

BW) = —x/*aW
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and

(ag " q)%
[T (g™ q)oe
The integration contour for the kernel in (4.7) for W has to encircle log,a and log, a;
for all ¢+ = 1,...,m but no other singularities of the kernel. We define the integration
contour

(W) =

(4.10)

Cy = {W(s) =log,(a+ (¢ — a)e’),s € (—m, 7]} (4.11)

The contour 59 is the image of the circle around a that passes through ¢® under the
map log,. We will choose the contour for W to be Cy and the contour for Z to be Dy
defined in (3.4) which is a vertical line. We verify in the proof of Proposition 4.4 that no
singularities of the integrand are crossed during the deformation.

Taylor expansion around € yields that

FS(W) = f50) + (W = 6) + O(W —9)"). (4.12)

The following steep descent properties for the contours Co and Dy are the key for the
asymptotics of geometric ¢-PushTASEP.

Proposition 4.3. Assume that the conditions of Theorem 2.2 hold.

1. The contour Cy is of steep descent for the function Re(fy) in the sense that the
function attains its mazimum at 6 which corresponds to s = 0, it increases for
s € (—m,0) and it decreases for s € (0, ).

2. The function — Re(f]) is periodic along Dy with period length 27|logq|. The pe-
riod symmetric about the real axis of the contour Dy which corresponds to t €
(—7|log q|, | logq|] is of steep descent for the function —Re(fy) in the following
sense. The function attains its maximum at 6 which corresponds to t = 0, it in-
creases fort € (—m|loggq|,0) and it decreases for t € (0,7|logq]|).

We define
V1 dz nf§(W)+ni/3f2(W) pe( 7
Kp6<W7W/):ﬂ/ 7 - ‘ Op 1/3 P ( )
“ 270 vi ¢ 7 —q WVsin(n(W — Z)) ens (2)+n'/3f3(2) Ds(W)
=
(4.13)

where W, W' € ngw with the contour defined in (3.14).

Proposition 4.4. For any fived € > 0 small enough, there are 6 >0, ¢ € (7/6,7/2) and
ng such that for all n > ng

S det(IL — K£,5)L2(Vés’¢) < E. (414)

,,,,, n

det(]l + K;E;)LQ(C 1
@1

Proof of Proposition 4.4. The proof is completely analogous to that of Proposition 3.4.
We give the detailed description of the first step below about the contour deformation.
We deform the integration contours in (4.7) to W € Cy and Z € Dy without crossing
any singularity of the integrand. Along the new contours W &€ 59 and Z € Dy, we have
that Re(W) € [0,log,(2a — ¢°)] and Re(Z) = 6. Hence in the denominator sin(m(W —
Z) #0if 0 +1 > log,(2a — q?) which is equivalent to (2.33). The poles at Z =
—log, a, —log,a—1, —log,a—2,... coming from one of the g-Pochhammer symbols in the
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denominator are negative hence they are certainly not crossed. The other g-Pochhammer
symbol results in the poles at W' = log, a;,log, a; + 1,log, a; +2,... fori =1,...,m.
The poles at log, a; are all contained in the interval [log, Gmax,log,a] C [0,log, a] by
assumption in the first case of Theorem 2.2 which are encircled. To guarantee that the
remaining ones at log, a;+1,log, a;+2, ... are avoided the condition §+1 > logq(2a—q9)
is enough which is the same as above and it is equivalent to (2.33).

The remaining two steps of the proof about the localization to the short contours and
about the deformation of short contours are identical. The steep descent properties of
Proposition 4.3 justify the localization step. The only difference in the rest of the proof
compared to that of Proposition 3.4 is the replacement of ¢ by m — ¢. That is, the short
contour for W is going to be VO‘L and that for Z is chosen to be ‘/O(fﬂ—cp' Further details
are omitted here. O

Finally, the convergence det(1 — K7 ;) 2wg ) = Foug(z) follows exactly in the same
way as in the proof of Proposition 3.5. The only difference is the sign of the cubic term
in the Taylor expansion (3.13) of f§ compared to (4.12) that of fJ'. The sign difference is
the reason for the opposite choice of the integration contours for the variables W and Z.
This proves the Tracy—Widom limit for the geometric ¢-PushTASEP. The proof of the
Baik—Ben Arous—Péché limit follows exactly the same step as for the geometric ¢-TASEP.

For the finite GUE limit, we first set

1/2
i 1/2

? = _q(gpfl)nﬂf@m (4.15)
and we define
gy (W) = kplog(ag"; q)e — log(ag™™; ) + (95 — 1) log g W, (4.16)
g(W) = —azW. (4.17)
Then the rescaled kernel can be written as
— ¢ W loggKZ (", g
¢ Vlogyq dz T engs (W)+n' g0 (W) G (1) 4.18
T omi /10gq etk O 7 — ¢V sin(m(W — Z)) engo(D)n'2g1(2) @P(Z) " (4.18)

The function gy has a critical point at log, Gmax and its Taylor expansion around the
critical point is

o §
g (W) = gg(logq Umax) — 7p(W - logq amaX)Q + ?(W - logq amaX>3 +O(W — logq amaX)4)
(4.19)

where

1
gp = _5 (Hp‘I’g(logq a + Iqu amaX) + \I];’(logq a— logq a’max)) ) <4'20)

For § > 0 small enough, we define the contour

1qu amax,6 5
C@ - Viogq Amax ,

57T/24U{W(3) =log,(a+ (¢’ —a)e™),s € (—m+ & 7=} (4.21)

for the variables W, W' where ¢’ > 0 is such that the endpoints of the two parts of the
contour above coincide. The angle 57/24 is chosen to be in (7/6,7/4). The circular part

~log Gmax,0 . . . g .
of the contour C, ™* coincides with Cy, see Figure 2.
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Proposition 4.5. Assume that the conditions of Theorem 2.2 hold.

1. For given q, a, Gmayx Satisfying the assumptions of Theorem 2.2 there is an € > 0 with
the following property. For all 6 € (log, Gmax, 108, Gmax + €) the contour Celogq (me0
is of steep descent for the function Re(gy) in the sense that the function attains its

mazimum at 10g amax and it increases away from this point.
q

2. The function — Re(gy) is periodic along Diog, amex With period length 27| logq|. The
period symmetric about the real axis of the contour Diog, ay,, which corresponds to
t € (—n|loggql, 7| logql] is of steep descent for the function — Re(gg) in the following
sense. The function attains its mazimum at 10g, amax which corresponds to t = 0,
it increases for t € (—m|logq|,0) and it decreases fort € (0, 7|logq|).

Again we have the convergence of the left-hand side of (4.1)

1
lim E ( ) = lim P(n? < x). (4.22)

n—o00 (qul‘g(“p”)JF"; q) n—o00

For the convergence of the right-hand side, we deform the integration paths in (4.1)

as follows. For the variable W, we choose the steep descent contour 5910&1 (me0 locally

modified in the n~/? neighbourhood of the pole at W = l0g,, Amax in & way that it crosses

the real axis to the left of the pole. The poles at W = log, a; + 1,log, a; + 2, ... remain

. ~log, amax,0 .
outside of C, ~* ™" if

log,(2a — ) < log, amax + 1 (4.23)

holds because log, a; € [log, Gmax, log, a]. The contour C~910g“ amexd o osses the real axis at
log,(2a — ¢”) which is upper bounded by log,(2a — @max). Hence (4.23) holds if log, (2a —
max) < 108, Gmax + 1 which is equivalent to (2.38).

The contour for Z is chosen to be Dlogq amax—n—1/2 50 that it does not intersect the W
contour and the condition Re(W — Z) > 0 remains valid along the contours. Similarly to
the finite GUE limit for the geometric ¢-TASEP, the contour Dy, 4, n-1/2 only locally
enjoys the steep descent property, but the value of the function —Re(gf) along of the
contour is smaller than in an n~'/2 neighbourhood of log, @may if n is large enough.

The rest of the argument for the proof of the third part of Theorem 2.2 is the same
as for the geometric ¢-TASEP. In particular by using (3.30) with the role of W and Z
exchanged, we get that the Fredholm determinant with the localized contours differs by
at most O(n~/?) from det(1 — AB) where

A(w )\) — eiUPw2/27(‘711)/21+)‘)wi B()\ U}) — L/ dz 60p22/2+(0é/2$+>\)2zk
’ wk’ ’ 2m ) z—w
(4.24)
with A € R, and where the contour for w is the local modification of Vfg;ﬁ 4 and that

5111/2

for z is the modification of V7 = ,. Finally the contours in (2.23) for the kernel Hj, can
be obtained by a change of variables w — —w and z — —=z.

5 Asymptotics for the ¢-PushASEP

We prove Theorem 2.3 in this section. The following Fredholm determinant formula for
the ¢-Laplace transform of the particle position in ¢-PushASEP first appears in [CP15]
as Conjecture 1.4 and it is proved as Theorem 7.10 in [MP17].
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Theorem 5.1. For any z € C\ Ry,

1 a
E ((zq$%(t)+n; q)oo) = det (1 + KZ)LQ(Cl) (5.1)
where . h(as .
K2 (w,w') = —,/ Ty M) ds (5.2)
21 J1 jo1iw SIn(—7s) h(w) ¢w —w
with
h(w) — (w;q)goetRw-l-th’l. (53)

The integration contour Cy is positively oriented small circle around 1 which does not
contain any other singularity of the kernel.

Let us define the integration contour

Co = {W(s) =log,(1 — (1 —¢")e"),s € (—m,7]}. (5.4)
Then we choose B
ze = —q_(fa-‘rl)n— gl /3 )
for which
e ((zzq”%i)ﬂ; q)w) = lim P(¢, <) (5.6)

holds using that y. > 0 by Lemma 6.4. Then we apply the change of variables w = ¢V,
w =q"V', s =7 —W to get the rescaled kernel

w nfa(z)+n1/3fa(z)
a _q" logq dz T e s 3
R ol = s 67)
’ U 9+iR 47 — 4 SlIl<7T<Z — W)) en§(W)+nt/3 f2 (W)
where
F3W) =10(¢"'; @)oo + Rrag" + Liag™® — (fa+ 1)logq W, (5.8)

faW) = —xPaW.

The integration contour for W has to encircle 0 and no other singularity, but by the fact
that 6 is chosen to be small one can avoid crossing any pole during the deformation of
the contour to Cy. For the variable Z, the poles coming from the sine in the denominator
are not approached if we deform its contour to Dy. By Taylor expansion we have that

J3(W) = F3(6) + (W — )" + O((W — 6)") (5.10)

as W — 6. The crucial part of the asymptotics is the following steep descent property
along the chosen contours.

Proposition 5.2. Let g € (0,1) and R, L > 0 be chosen as in Theorem 2.3.

1. There is a 6* > 0 such that for all § € (0,0%) the contour Cy is of steep descent for
the function — Re(f¢) in the sense that the function attains its mazimum at 6 which
corresponds to s = 0, it increases for s € (—m,0) and it decreases for s € (0,7).
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2. The function Re(fE) is periodic along Dy with period 27|logq|. The period sym-
metric about the real axis which corresponds to t € [—m|logql|, 7| logql|] is of steep
descent for the function — Re(f§) in the following sense. The function attains its
mazximum at 0 which corresponds to t = 0, it increases for t € (—n|logql,0) and it
decreases fort € (0, 7|logql).

Then the asymptotic analysis follows exactly the same steps as in the case of geometric
g-TASEP: localization of the integration to the neighbourhood of the double critical
point of f§ at 6, Taylor expansion and reformulation of the kernel using the identity
det(1 — AB) = det(1 — BA). We omit further details here and conclude Theorem 2.3.

6 Steep descent contours

This section contains the proofs of all steep descent property statements in this paper.

We define the function '
bsin s

b,
9(b,s) = 14 b2 —2bcoss
as in [Vet15] which will appear frequently in derivatives below. The function has the

g(1/b,s) = g(b, s) symmetry in the first variable. It has a certain monotonicity property
in the first variable. To state it, let

(6.1)

(1-b)?

Wb, s) = Tg(b,s) _ (1 —0b)*sins

1402 —2bcoss

(6.2)

be the rescaled version of g(b,s) by its derivative <Lg(b, s)|,—o = = b) The right-hand

side of (6.2) is defined for b = 0 as well. Note that the b <> 1/b symmetry in the first
variable is inherited to h, that is, h(1/b,s) = h(b, s).

Lemma 6.1 (Lemma 6.5 in [Vet15]). The function b — h(b,s) is non-increasing for
be[-1,1 and0 < s <, thatis, if =1 <b<c<1and0 < s <, then h(b,s) > h(c,s).

The function h(b, s) is defined in a way to give sharp bounds around s = 0 on the
derivative of the function Re(f§) which appear in the geometric ¢-TASEP. To show the
required steep descent property in Proposition 3.3, the use of h(b, s) suffices. In the case
of the geometric ¢-PushTASEP these bounds are not enough to prove Proposition 4.3
about Re(f}), hence we introduce and use the following function which describes the
behaviour of the derivative around s = 7. Let

(1+b)?

b f—
e(b, s) 1+ b2 —2bcoss

(6.3)

with which one can write
2b(1 —
h(b,s) = <1 - ﬁe(b, s)) sin s. (6.4)

Lemma 6.2. The function b — e(b,s) is non-decreasing for b € [—1,1]. Further for all
seR, (1+b)/(1—=0))*<e(b,s) <1 holds forb <0 and 1 < e(b,s) < ((1+0b)/(1—10))*
for b > 0.
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Proof. The monotonicity follows by computing the derivative

d 2(1 —-b*)(1
4 sy = ( )(1+ coss)
db (14 b —2bcos s)?

(6.5)

which is non-negative for b € [—1,1]. If b < 0, then we can upper and lower bound the
denominator in (6.3) as 1+ 0% +2b < 1+ b* — 2bcoss < 1 + b* — 2b which yields the
desired bounds. For b > 0, the role of the upper and lower bounds is exchanged. O

In order to determine the derivative of the function Re(f§) along the contours in
Proposition 3.3, we compute the following derivatives.

Lemma 6.3. Let c,r,v € R be arbitrary. Then

d
Re P log (¢ + re* ) (6.6)

=o(
Re%log( (c +re®) kz ( 7" ) (6.7)

1 — yegh’
Proof of Lemma 6.3. By elementary computations

d 4 irce’ 4+ ir? —fsins+ircoss+z"’2
4o (c+re”) _ wree” +ar ' _ P (6.8)
ds (c+7coss)?+ (rsins)? 1+ 5 + 2% cos s

where taking real parts gives (6.6). By the definition of the g-Pochhammer symbol (2.1)
Re 4 log (v(c + Teis) q = Re — Z log 1 e vque”) (6.9)
ds

which yields (6.7) by applying (6.6) with ¢ replaced by 1 — ycg® and r by —yrg". O

We give the following series expansion of the g-digamma function and that of its
derivative which appears in the scaling constants of our models:

0 z+k
q
¥ (2) = (logq) 22 pEaE (6.11)
= (-
Lemma 6.4. 1. The function z — V;(z)/V(2) is increasing for positive z.

2. The function 0 — kg(0) in (2.6) is decreasing whereas 0 +— ky(6) in (2.27) is
INCTEAsINg.

3. For the coefficients in (2.14) and in (2.32), we have that xg, Xp, Xa > 0 and o4 > 0
for 0 < log, amin and o, >0 for 6 > log,, Gmax-

Proof of Lemma 6.4. 1. We can essentially repeat a part of the proof of Lemma 4.3
n [BCL6). Formula (9) in [BC16] is the following series representation for the
derivatives of the g-digamma function:

k nz

k k1oo n-q
U (z) = (logq)f > ——

. 6.12
— (6.12)

n=1
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The monotonicity of z — W} (2)/W,(z), by checking the derivative, is equivalent to
the inequality

2
U (2)W(2) > (Vh(2)) (6.13)
which, by using the series expansion (6.12), can be written as
3 nz mz 2 nz 2 mz
I D Dl st st (614)

1—qg"1—gq n7m211—q 1—qgm

n,m>1

If one regards both sides as a power series in ¢*, then the above inequality certainly
holds if the following inequality is true for the kth coefficients:

S w (ko &L n(k—n)
R R DS L

which is obtained by symmetrization on the left-hand side. Since (6.15) holds with
strict inequality for k£ > 3, we also have (6.13) which yields the monotonicity for
the ¢g-polygamma ratio.

. For the derivative

d \I/”(H —log, a)V,(0) — V(0 —log, a)Wy(0)
" (W5(0))?

holds if and only if

<0 (6.16)

(6 —log,a) _ Wy(6)
W (0 —log,a) — W.(0)
This however follows from the first statement of this lemma. Since
i/{ _ — Wi (log,a — 0)¥,(log, a +0) — ¥ (log,a — 0)¥/(log, a + 0)
do-" (W, (log, a + 0))?

(6.17)

(6.18)

for the monotonicity of 6 — k,(6) it is enough to use the information about the
sign of the g-polygamma functions: W/ (z) > 0 and ¥/ (2) < 0 for any 2z > 0 and
€ (0,1).

. The positivity of x, follows by comparing the increasing function W} (z)/W;(z) at
z =0 —log,a and at z = 0 + log, a. For that of x, we can use that ¥/(z) < 0 for
z>0and g€ (0,1).

The positivity of y. can be written equivalently as
R¢’ — Lg® _ vy(0)
Rq® + Lg=0 = W, (0)

log ¢ (6.19)

The ratio on the left-hand side (Rq’ — Lq™%)/(Rq’ + Lq™%) is between —1 and 1 for
any value of R, L,6 > 0. Hence the left-hand side of (6.19) is at least logg. The
right-hand side of (6.19) is however an increasing function of § growing to the limit
limg_,oo W7 (0)/ 7, (0) = log g. This proves (6.19) and that x, > 0.

The positivity of oy is equivalent to x4(0) > rg(log, amin) which follows from the
monotonicity of 6 + rg(f). Similarly, o, > 0 if and only if £,(6) > kp(log, Gmax)
which is the consequence of the monotonicity of 6 — r,(6).

U
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Lemma 6.5. Let pg, p1,p2,... and qo, q1,qo, ... be positive probabilities, i.e. we assume
that Y 1 oDk = Y peo Gk = 1. Suppose further that the inequalities

Pk+1 qk+1

1> 2l (6.20)
Pk dk
hold for all k = 0,1,2,.... Then the distribution (py) stochastically dominates (qi.), that
is, for all j =0,1,2,..., we have the inequality of tails
Zpk > ZQk- (6.21)
k=j k=j
As a consequence, if 0 < fo < fi1 < fo < ... is a non-negative increasing function, then
for the expectations
> hioe = fra (6.22)
k=0 k=0

follows.

Proof of Lemma 6.5. We proceed by induction. The inequality (6.21) trivially holds for
j = 0. Assume that it is true for j, we show it for j + 1. By (6.20), we have
+ ..o > 14+

2=y P 14 Pivt | Piv2Pin G G2, 2y B
p; pj  Pj+1 Dj a 4G G+ G q

(6.23)

By applying the increasing map = — 1 — 1/x to both sides, we arrive at the inequality

D kg1 Pr > D reje1 B

Zzoszk B Zzozj(]k.

The left-hand side of (6.24) is upper bounded by Zzijﬂ P/ ZZ; qr by using the induc-
tion hypothesis in the denominator. The upper bound compared to the right-hand side
of (6.24) immediately yields the dominance (6.21) for j + 1.

To prove (6.22), we use the telescopic decomposition f = fo 4+ S i=1(f; — fj—1) and
we write

(6.24)

[e.e]

kZ_Ofkpk Z(mZ — fi- )

= fo ijk + Zj(fj — fi1) fjpk
>fquk+Z — fia kio:qk
:kaQk

where we exchanged the order of summations in the second equality and we used (6.21)
in the inequality in the third line. 0

(6.25)
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6.1 Steep descent properties for geometric ¢-TASEP

Proof of Proposition 3.35. 1. By applying Lemma 6.3 with ¢ = a, r = —(a — ¢) and
v =a or 1/a, we have

d .
Re —f§ (log,(a — (a —q")e"))
k

S () () e (52

(6.26)

where the & = 0 term in the second sum on the right-hand side could be removed
as it is g(oo,s) = 0. By the fact that f§ has a double critical point at 6, the s

derivative of (6.26) must be 0 at s = 0. Since <Lg(b,s)[s—0 = ﬁ, we conclude

that - -
— kg Y A+ Bit (f +1)C =0 (6.27)

k=0 k=1

where
a(a—q;)g’“ (a— ")gk adf
Aj, = Lo’ By = — =) C = a (6.28)
)

27 2 = 2
a(a—q?) (a—q%)q* a—a®
<1 + 1— an 3 ) (1 + a(lgqg)> <1 - Tq>
are positive coefficients.

The notation above allows us to rewrite the derivative in (6.26) using the function
h as

Re—fo (log,(a — (a — ¢*)e :—HgZAk ( “_79’)‘-’,3)

a2qk

0

+ZBk ( “‘qq{?) )+(fg+1)0h(“_aq,s). (6.29)

In order to show that the derivative in (6.26) or in (6.29) is non-positive for s €
(0,7), one has to see that the first sum on the right-hand side of (6.29) which is
non-positive for s € (0,7) compensates the second sum and the third term which
are non-negative. The idea is that the second sum is completely compensated by
the £ = 0 term of the first sum and the third term is compensated by the rest of
the first sum.

Since k — ¢ /(1 —¢*) is decreasing, the sequence of first arguments of h in absolute
value in the second sum on the right-hand side of (6.29) is also decreasing in k. We
will see that this argument in the £ = 1 and hence in all terms are less than 1 in
absolute value. The condition for this to hold is (a — ¢?)q/(a(1 — q)) < 1 and it
can also be written equivalently as 2a — ¢’ < ag~! which is exactly the condition
for the poles at W = log,a — 1,log,a — 2, ... coming from the factor (@' /a; Q) oo
in the kernel K® in (3.2) to remain outside of Cy. This follows from (2.16), see also
Step 1 in the proof of Proposition 3.4.
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For the k£ = 0 term in the first sum on the right-hand side of (6.29) to compensate
alone the second sum using Lemma 6.1, the following conditions have to be satisfied.
Since g(1/b,s) = g(b, s), if both

ala—q") _ (a—q")q
1—a? = a(l—q)’ (6.30)
1—a®  (a—qg (6.31)

ala—q’) ~ a(l —q)
hold, then

(1 o (B s (EE ) ey

follows by Lemma 6.1 for s € [0, 7]. Hence

(Bt S () 0 e

is obtained by a combination of (6.32) for s € (0,7). The condition (6.30) is
equivalent to ¢ < a® which is assumed as the lower bound in (2.15). The condition
(6.31) is equivalent to

)u.

q

The upper bound in (2.15) however implies a*> < 1—¢/(1—¢)> <1—¢q/(1—q). For
these values of a and ¢, the right-hand side of (6.34) is at least 1, but the left-hand
side is less than 1 as a difference of two numbers in (0,1), hence (6.34) is always
satisfied.

On the other hand,

a—q” < /(1 —a? (6.34)

—_ 49k _ 0
p(—te= D) N (a= (6.35)
1 — a2qgk a
for s € (0,m) is a trivial consequence of Lemma 6.1 for k = 0,1,2,..., since the
first arguments on the two sides above have different signs. Suppose that

KgAg > Z By, (6.36)

holds. Then a combination of (6.35) is the inequality
a(a —q’) a(a — ¢")q"
_<K,gAO—ZBk> ( ]__a2 s >—/‘€gZAk ( ]_—aIqu; ,5)
¥ <ngAk—ZBk> h (
k=0 k=1

for s € (0, 7). It follows from (6.27) that the coeflicient of h in the last term on the
left-hand side of (6.37) is exactly f,+1. By this observation, adding the inequalities

a ,s) <0 (6.37)
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(6.33) and (6.37) implies that (6.29) is non-positive for s € (0, 7) which is the steep
descent property in the first part of the proposition.

We are left with proving the inequality (6.36). It can be written by the definitions
(6.28) and after simplification as

_ & Y AP
1a> (1—-4")q

— 2 — _ q0+k)2°
"1 = ag) ~ (a—q"*t*)

(6.38)

Since kg and 1/(1 — cq’) are both decreasing functions of § for any ¢ > 0 (see
Lemma 6.4), both sides of (6.38) are decreasing in #. Hence we compare the § — oo
limit of the left-hand side of (6.38) with the 6 = log, a value of the right-hand side.
By the series expansion (6.11), one can see that r, — 1/a* as § — oo, and the
left-hand side of (6.38) goes to (1 —a?)/a® as @ — oo. The right-hand side of (6.38)
at 6 =log, a is equal to

ﬁzl 1—q Zq 1—q)2' (039

k=1 k=1

Hence we get that if
1—a N q
@ Z @i qF
then (6.38) and (6.36) hold. But (6.40) is equivalent to the upper bound in (2.15),
hence the first part of the proposition is proved.

(6.40)

. We apply Lemma 6.3 with ¢ =0, v = 1 and 7 = ¢ or ¢”/a to get that

9+k
— Re _fo <0+Z10gq) = —nng OFk ¢ +Zg (— t) (6.41)

For the proof in this part, we have to see that the derivative above is non-positive
for t € (0, 7). Rewriting the function g in terms of h by (6.2), s, according to
its definition (2.6) and the series expansion (6.11) yields that we have to show the
inequality

9+k 0+k
> ko agreh (ag"**.1) Ek owh( " /a,t)
aq?tk - q°+F Ja (642)
2Uk0 a7y 2okt0 (qTt/ap?
for t € (0, ).
We use Lemma 6.5 with
aq0+k qG-Hc/a
T agP )2 gty
e = = T = O(o a qe/ﬂ/a (6.43)
2j=0 T=ag? 7 im0 T

which are clearly probability distributions, i.e. they sum up to 1. The ratio of two
consecutive weights is

Pre1 (1 —ag”t*)? 1 (L= q"/a)?
jo (]_ _ aq9+k+1)2’ qr (1 _ q9+k+1/a)2

(6.44)
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for the two sequences. The derivative of the function x — (1 — Dx)/(1 — Ex) is
(E — D)/(1 — Ez)? and it is negative for D = ¢*% and F = ¢?+***1. The function
= (1 —¢"*2)/(1 — ¢?*F+1lx) is decreasing, hence (6.20) holds for (6.44). By the
fact that for ¢t € (0,7) the function k +— h(aq?**,t) is increasing (see Lemma 6.1),
we conclude by (6.22) of Lemma 6.5 that

> peh (ag”F 1) 2> qeh (ag” ) =Y qeh (¢ /a,t) (6.45)
k=0 k=0 k=0

where the last inequality follows because h(aq’t*,t) > h(¢’**/a,t) for all k =
0,1,2,... which proves (6.42) and the proposition.
U

Iqu Gmin,

Proof of Proposition 3.6. 1. First we show that the circular part of C, 6, that is
Cy is of steep descent for the function Re(g§). By Proposition 3.3, the contour Cy is
of steep descent for Re(f§). Comparing the functions g§ and f§ gives that

go(W) — f5(W) = (gg — fo) log gV
= [k (V,(log, amin + log, a) — W,(0 + log, a)) (6.46)
— U, (log, amin — log, a) + W4(0 — log, a)| W.

Next we show that the coefficient of W on the right-hand side of (6.46) is positive.
By the increasing property of z + W,(z) for z > 0, we have that W (log, Gmin +
log,a) — W (0 + log,a) > 0, hence the positivity of the coefficient of W on the
right-hand side of (6.46) can be written equivalently as

. VU, (log, amin — log, a) — V(0 — log, a) _ V. (v —log, a)
* 7 W,(log, amin + log,a) — V(0 +1log,a) W (x4 log,a)

(6.47)

for some z € (0, log, amin) where the equality above follows by Cauchy’s mean value
theorem. By the definition (2.6), one then recognizes k., with 6 replaced by x on the
right-hand side of (6.47). Hence the inequality in (6.47) follows by the decreasing
property of k, proved in Lemma 6.4.

The derivative of the difference Re(gg — f§) along Cy is
d .
Re - (g5 — £5) (logyfa — (a - ¢")e®)
= [k (V4 (l0g, amin + log, a) — ¥ ,(0 4 log, a)) (6.48)

1 a—q°
_ \Ilq(logq amin — log, a)+ ¥, (0 — log, a)] og qg , S

by (6.46) and Lemma 6.3. The function g (%, s) is positive for s € (0,7), but

its coefficient is negative due to the 1/logq factor. This proves the steep descent
Iqu amin76

property along the circular part of C,

For the V-shaped part of the contour, we consider the Taylor expansion (3.25) of
g§ around log,, amin and we choose § > 0 so small that the steep descent property

holds along Vlgg amin, 197 /24 The angle ilf—f of W — log, min is chosen so that
q mins
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< Br < 5 hence both Re((W — 1og, amin)?) and Re((W — log, amin)?) are

positive.

The coefficient of the quadratic term in the expansion (3.25) is —o,/2 which is
negative by Lemma 6.4, but it goes to 0 as 6§ — logq amin hence we cannot use it
to compensate the error term of the Taylor approximation. The coefficient of the
cubic term is —&,/3 which is a continuous function of 6, it coincides with —y, /3 for
0= logq amin hence it is negative for § = logq amin by Lemma 6.4. As a consequence
the coefficient —¢,/3 is negative also in a neighbourhood of 6 = log, Gmin.

The error of the Taylor approximation in (3.25) can be upper bounded by M|W —
log, amin|?/4! with M being the absolute supremum of the fourth derivative of
gs in the neighbourhood of log, Gmin in which we consider the expansion. Since
(g2) D () = —kgV' (0 + log, a) + W7'(0 — log, a) which is a continuous function of
0, its supremum is finite in a neighbourhood of 6 = log, ami,. Hence the cubic term
in the approximation compensates the error if the neighbourhood is chosen to be
small enough. This determines the choice of § depending on ¢, a, a.,;, for which the
contour Vlg 6 Gumin,197/24 has the steep descent property for Re(gg). Given § > 0, let e

be the determined by the property that for 6 = log, ani, — € the contour Cy passes

through the two endpoints of Vlog i 197 /24"
q mins

2. By Proposition 3.3 for 6 replaced by log, amin, the contour Dig q,,, is of steep

descent for the function — Re(f£) where

FSW) = kg(10g, amin) 1og(aq"'; q)oe — 10g(q" /a: q)os + (f5(108, Amin) + 1) log g W
(6.49)
with #g(l0g, Gmin) and fy(log, amin) being the constants defined in (2.6) and (2.9)

with ¢ replaced by log, amin. Comparing the functions gs and ]A{)g gives that

GEW) = JEW) = (kg(0) — £5(108, Guuin))
x [log(ag"; e + (W4 (l0g, amin + log, a) + log(1 — ¢))W] (6.50)

where #4(0) — Kg(log, Gmin) > 0 by Lemma 6.4. By taking the derivative of the
difference in (6.50) along Diog, a,,, We find that

1 d ~
_ Re e <g§ — fog) (logq Amin + z—) Zg Aming", 1)

rg(0) — Hg(logq Grnin ) log g
(6.51)
which is negative for ¢ € (0, 7).
0
6.2 Steep descent properties for geometric ¢-PushTASEP
Proof of Proposition /.3. 1. First we rewrite the second g-Pochhammer symbol in f{
in (4.8) along W € Cy, that is for W(s) = log,(a + (¢ — a)e’) as
log(a Z log(a(l — ¢") + (¢" — a)e’) —log(a + (¢° — a)e™)) . (6.52)
k=0
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Then Lemma 6.3 yields

Re—fo (log,(a+ (¢° — a)e™)) = r, kz (“(1‘-’9_“) k,s)

EEC8) o) 55,

By the fact that f§ has a double critical point and by comparing the s derivatives
on the right-hand side of (6.53), we have

Rp Z Ak + Z Bk — - C 0 (654)

where
a(qe—Qa)g’“ qe—ak —a
A= o B=0 o 0=—— (655
a(q?—a)qk ¢°—a ¢’~a
(= N (A =S A (e

are positive coefficients different from the ones defined in (6.28) in the case of the
geometric ¢-TASEP. We also used the fact that g(co,s) = 0 appears in the k = 0
in the second sum on the right-hand side of (6.53).

For the k = 1,2,... terms in the second sum on the right-hand side of (6.53),

we use an idea similar to the proof of Lemma 6.5 in [Vet15]. We apply Cauchy’s

mean value theorem on the interval [by,c] with by = —(¢° — a)/(a(1 — ¢*)) and
—(¢° — a)/a to get that

g(C, S) —g(bk,S) ig(ba 5)|b:x
c i = (h(x, S))2? (6.56)
(1—c)2 ~ (1—by)2 @Wb:x S s

with some = € (b, ¢) where the last equality in (6.56) follows by direct computation.
Note that b; < by < --+ < ¢ and that the condition (2.33) is equivalent to —1 <
(¢ —a)/(a(1 — q)) = by. Hence all the bys for k =1,2,... and c lie in the interval
[—1,0]. One can check that the functions b +— g(b, s) for s € (0,7) and b — b/(1—b)?
are both increasing on b € [—1,0]. As a consequence, both the numerator and the
denominator on the left-hand side of (6.56) are positive. By Lemma 6.1, we can
upper bound the right-hand side of (6.56) by using the inequality h(x,s) < h(by, s)
for s € (0, ) because by = inf{ (b, c), k > 1}. After multiplying by the denominator
c/(1—c)? = b/(1 —b)? = By — C > 0 on the left-hand side of (6.56), we get that

g (—qta,s) g (—H,s) < (By—C)h (-a‘iiiz),s)g Siis (6.57)

for s € (0, ).

On the other hand, by the monotonicity of A in the first variable (see Lemma 6.1)
and by the property h(1/b,s) = h(b, s), we have the inequality

0 _ )\ k
h <%, s) < h(0,s) =sins (6.58)
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for k = 0,1,2,... for s € (0,7). By rewriting the right-hand side of (6.53) and
then using (6.57) and (6.58), we get that

Re 117 (log, (a + (¢° — a)e®)

- : = ¢—a \° 1 ¢’ —a
gmpg Aksm3+2 (B, —C)h _a(l—q)’s sins_prh -5
k=0 k=1

(6.59)

By recalling the notation b; = —(¢ — a)/(a(1 — q)) and ¢ = —(¢’ — a)/a, we can
rewrite two terms containing the function h on the right-hand side of (6.59) using
(6.4) as

4b3(1 — cos s)?

h<sblln’ j) = ( — %e(bl, s) + TEAL e(by, 5)2) sins, (6.60)
2¢(1 — cos s) .
h(c,s) = (1 - We(c, 5)) sin s. (6.61)

Next we substitute (6.60)—(6.61) on the right-hand side of (6.59) and we separate
the terms containing sin s only and those containing the function e. The sum of
the coefficients of the terms containing only sins is 0 by (6.54). Hence for the
non-negativity of the derivative in (6.59) for s € (0, ) it suffices to show that

> —4b, 4b3(1 — cos s) ) —2c
g (B — ———e¢(b ——~e(b < —
£ k ( _'_ 26( 178)+ <1+bl)4 6( 175) = pr(l"‘C)Qe(c’ S)
(6.62)
after simplifying by a factor (1 — cos s).

In order to show (6.62), we upper bound its left-hand side and lower bound its right-
hand side. First we deal with By —C' defined in (6.55) for which direct computations
yield that

aqk<q9 . a)(q29 — %aq’ +a2qk) . a(q(’ —a) que — %a¢® + a?

B, —C = 6.63
’ ¢*(q° — aq*) =@ T ap (663)
where the inequality above follows from applying ¢* < 1 twice, hence
ot ot ¢*(1—q)

To bound the other factor on the left-hand side of (6.62), we use that e(b, s)* <
e(b1,s) <e(c,s) by Lemma 6.2 and the inequality 1 — coss < 2. We get that

—4b, 4b3(1 — cos s)

m (bh ) <1+b1)4 6(b173)2
b, 8b?
< (<1 )2 + i 61)4) e(c,s) (6.65)

_Aa(l—q)(¢" —a) (@’ (1 — ¢)* + (¢’ — a)?)

(Ba— ¢ —ag)? e(c, s).
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On the right-hand side of (6.62), we have

o a(q’ — a) —2¢  2a(¢’ —a)
A e e

(6.66)

Putting together the bounds (6.64) and (6.65) and the equalities in (6.66), we obtain
that after simplifications the inequality (6.62) is implied by the condition (2.34).
This yields the required steep descent property.

2. Lemma 6.3 with ¢ = 0, v = 1 and r = aq’ and the Re(f}(w)) = Re(f§(w))
symmetry implies that

— Re _fo (9 4 z@) = —#p Zg €+k + Zg 9+k . (6.67)

As in the proof of Proposition 3.3, the non-positivity of the derivative above for
t € (0,) is equivalent to

4O+ —0+k _
> ko agz ! (ag”**,t) Ek ~0 (Tmag )2 sh (ag~"**,1)
Z ~ag’tF = Z ~ag 9tk (6'68)
k=0 (1—aq?tF)2 k=0 (1—aq=0%F)2
for t € (0, 7) which has the same proof as (6.42).
]
Proof of Proposition 4.5. 1. First we consider the circular part of C 108 Gmax,0 By Propo-
sition 4.3, Cy is of steep descent for Re(fy). Comparing the functions gf and fY
yields
g W) = fog(W) = (gp — fp) log gW

= [rp (Vy(log, a +10g, amax) — ¥y(log, a + 0)) (6.69)
+ U, (log, a — 108, amax) — ¥y(log, a — 0)|W.
By the increasing property of z — W,(z) for z > 0, ¥,(log,a + log, amax) —

W, (log,a + 6) < 0, hence the negativity of the coefficient of W' on the right-hand
side of (6.69) is equivalent to

—V,(log, a —log, amax) + ¥y(log,a — 0)  Wi(log,a — )
U, (log, a+ log, amax) — V,(log,a+6) W (log,a+ z)

(6.70)

Fp >

for some = € (log, amax, ) by Cauchy’s mean value theorem. By (2.27), the right-
hand side of (6.70) is equal to x, with 6 replaced by = and (6.70) follows by the
increasing property of x,, see Lemma 6.4.

The derivative of the difference Re(gf — fP) along Cy is
d

Re (g5 — f5) (log,(a + (¢" — a)e™))
= [kp (Uy(log, a + log, amax) — ¥y(log, a + 6)) (6.71)
1 ¢ —a
+ U, (log, a — log, max) — ¥4(log, a — 0)} 1ogqg <_ —. S)
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by (6.69) and Lemma 6.3. The function g (—qiT*“,s) is negative for s € (0,7),

~10gq Amax ,
C@

hence the steep descent property along the circular part of * follows.

On the V-shaped part Re((W — log, amax)?) > 0 and Re((W — log, max)?) < 0
in the Taylor expansion (4.19). The coefficient of the quadratic term —o,/2 is
negative by Lemma 6.4. That of the cubic term §,/3 is positive in a neighbourhood
of 0 = log, amax as a continuous function of § which coincides with x,, /3 > 0 for
0 = log, max. The error term of the Taylor approximation is bounded by the
cubic term in a neighbourhood of log, @,y in the same way as in the proof of
Proposition 3.6. This yields that Vlggq e, 57/24 has the steep descent property for
Re(gy) with some small enough 6 > 0 and ¢ is such that the endpoints of the

V-shaped contour lie on (Z) for 6 = log, max + €.

2. By Proposition 3.3, Dieg, gy, 18 a steep descent contour for the function — Re(ﬁ?)
with

FOWV) = kip(10g, Gmax) 108(aq" 5 @)oo — 10g(ag™"; @)oo + (f5(108, Gmax) — 1) log g W.
_ (6.72)
Comparing g§ and fJ yields

BW) = JEOV) = (kp(0) = rp(10g, dmax))
x [log(ag"'; @)oo + (¥4(log, a + 10g, amax) + log(1 — q))W] (6.73)

with £, (0) — £p(l0g, Gmax) > 0 by Lemma 6.4. For its derivative along Diog, amax WE
have

1 d ~ t
- Re — < o — p) 1 max ) ——
tip(0) — Kp(log, dmax) “ds \ P Jo ( 08q i + Zlog q)

= — Z glaamaxq® 1) (6.74)
k=0

which is negative for ¢ € (0, 7).
U

6.3 Steep descent properties for g-PushASEP
Proof of Proposition 5.2. 1. A direct computation yields that

d is r(l1 —r?)sins
Re &g~ log,(1=re®®) _ _ 6.75
“as? (1+72—2rcoss)? (6:75)
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which is the derivative of the third term of Re(f&) along Cs with r = 1 — ¢%. Using
Lemma 6.3 and (6.75) and the fact that g(oo, s) = 0 we have

—miﬁ@&a—u—&wn
< 11__qq) ,5) — kaR(1 — ¢%)sin s

(1= (1= (1= ¢)*)sins
(T4 (1—¢%)?—2(1 — ¢ cos s)?
o\ k
Aph (—% 3) — kR(1 = (0, )
pL=a )(16;9(1 —¢)hd ;nqs’ il + (fat 1)—1 q_%q h(1—q°s)
(6.76)

where the last equality follows by writing all terms using the function h defined in

(6.2) and

M

t~

a

+(fatDg(1—4",s)

I
Ms 3

T

1

+ Ka

(1—¢%)q"
A = —gF _ (1-¢")d" (1 —d" (6.77)
Loaiyah ) 2 1—gftk)2 :
(1 + ( 1:1(11‘1 ) ( )

As in the proof of Proposition 4.3, we rewrite all the terms on the right-hand side

of (6.76) using (6.3) as

()

B 2(1—¢")¢"(1 — ¢")(1 — cos s) (1—q")q" .
_<1+ (1= 20 T ¢+)? e<— T ,3))sms (6.78)

and
h (1 -4, 5) =

2(1 — ¢%)(1 — cos s) 0 .
(1 - CRPaE e(l—q ,3)) sin s. (6.79)

Next we use the fact that the function f§' has a double critical point at #. Since
the derivative of h(b, s) at s = 0 is equal to 1 for all b it implies that the sum of the
coefficients on the right-hand side of (6.76) in front of the h functions is zero. As
a consequence after substituting (6.78)—(6.79) to the right-hand side of (6.76) the
main terms not containing the function e exactly cancel. After removing the terms
that cancel and simplifying, we are left with

1 d ‘
- — {2 (] 1—(1—= 0\ is
(1 —coss)sins Re deO (qu< (1—-¢")e ))

21— ") (1 - ¢")? e(—m’s)

(1= ¢"F)2(1 = 2¢F + ¢"+F)? 1—¢* (6.80)
A= [, (=g —coss) =~ , _aa
R L I
_ 2(1 -4 e(l —db s
(fat+ 1)q29<2 — ) (1—-4q"s).
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In order to complete the argument for the steep descent property, we take the
asymptotic behaviour of the right-hand side of (6.80) as @ — 0 for ¢, R, L fixed. The
first term on the right-hand side of (6.80) containing the infinite sum behaves like
a constant multiple of (1 — ¢%)? ~ (log ¢)?0?. Here we used that the first argument
of the e function is negative, hence by Lemma 6.2, the function is bounded by 1.
As we will see, this first term is negligible compared to the other terms.

In the second term on the right-hand side of (6.80) first we claim that the difference

in the parenthesis converges to 1 uniformly in s. This is because e(1 — ¢’ s) <

(2 —q%)%¢? — 1 by Lemma 6.2, hence the (1 — ¢?) — 0 factor in the second term
of the parenthesis makes this term negligible. For the main factor, we claim that

1 1 1

Ko ™~ ———F"—5 —

R+ L (logq)? 62

as # — 0 which can be seen by definition (2.41) and using (6.11). Hence the

coefficient of the e(1 — ¢’, s) function in the second term on the right-hand side of
(6.80) converges to —4L/(R+ L) as 6 — 0.

The asymptotics of the last term on the right-hand side of (6.80) can be found
similarly. By (2.43), (6.81) and (6.10), we have that

R—-L 1 i
R+ L (logq)? 62

(6.81)

Jat1 (6.82)

as @ — 0. Therefore, the coefficient of e(1—¢?, s) in the third term on the right-hand
side of (6.80) goes to 2(L — R)/(R+ L) as 8 — 0.

To summarize we see that the derivative in (6.80) as # — 0 is asymptotically equal
to —2e(1 — ¢%,5) < —2 by Lemma 6.2 uniformly in s, hence the steep descent
property follows for 6 close enough to 0.

2. Lemma 6.3 with ¢ = 0, v = 1 and 7 = ¢’ and by direct computation we get that

[
NE

d ot
Re&f0 («9+z—)

g (¢""t) — kaR¢sint — k,Lq sint
log q

0 (6.83)

¢"** O-+k,t 0 0
mh(q ) = Ka(Rq” 4 Lg™")R(0,1)

k

[
NE

=
Il

0

by writing the derivative in terms of the function h using (6.2). By Lemma 6.1,
h(q’t* t) < h(0,t) for all t € (0, 7) which can be used to upper bound the first sum
on the right-hand side of (6.83). By the fact that 6 is a double critical point for the
function f§, the sum of the coefficients on the right-hand side of (6.83) is zero which
can also be seen directly by (2.41) and (6.11). Hence the bound h(¢’**,t) < h(0,t)
implies that the derivative (6.83) is non-positive for ¢ € (0, 7) which yields the steep
descent property.

0
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