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1. Let X be an exponential random variable with parameter 1, that is with density f(x) =
e−x for x ≥ 0. Define the random variables Yλ = eλX for any λ ∈ R.

(a) (3 points) Show that for any µ < 1 fixed, the family of random variables {Yλ, λ ≤ µ}
is uniformly integrable. Hint: one of the sufficient conditions for uniform integrability
can be checked.

(b) (3 points) Prove directly by definition that the class {Yλ, λ < 1} is not uniformly
integrable.

(c) (2 points) Argue that the almost sure limit limλ→1 Yλ = Y1 cannot be a limit in L1.

2. (7 points) Let X1, X2, . . . be i.i.d. random variables with E(X1) = −∞. This means
that E(X+

1 ) < ∞ and E(X−

1 ) = ∞ where X1 = X+

1 − X−

1 and X+

1 , X
−

1 ≥ 0. Let
Sn = X1 + · · · +Xn. Prove that Sn/n → −∞ a.s. as n → ∞. Hint: For any M > 0 let
XM

i
= max(Xi,−M) and let SM

n
= XM

n
+ · · ·+XM

n
. By the strong law of large numbers

SM

n
/n converges and it can be used to upper bound Sn/n.


